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15:00 

Opening 

Istvan Lagzi (Budapest University of Technology and Economics, Hungary) 

"Material design and engineering using reactions and mass transport processes" 

Jae Kyoung Kim (Korea Advanced Institute of Science and Technology (KAIST), Republic of Korea) 

"Mastering Noise in Rhythm Generation: Strategies for Utilization and Avoidance" 
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15:15~16:15 

16:15~17:15 

Akiko Satake (Kyushu University, Japan) 

"Synchrony from genes to ecosystems" 

Hiroya Nakao (Tokyo Institute of Technology, Japan) 

"Dynamical reduction approach to the analysis and control of rhythmic systems" 
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Takashi Miura (Kyushu University, Japan) 

"Self-organization of cell-cell boundary structures in kidney cells" ー、疇-.·····
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10:00~12:00 Poster presentation 

12:00~13:00 Lunch 

13:30~14:30 

14:30~15:30 

Aneta Stefanovska (Lancaster University, UK) 

"Imperfect clocks that govern mammalian physiological functions - an overview from circadian to milliseconds scales'’― 

Haruna Fujioka (Okayama University, Japan) 

"Individual activity-rest rhythms of ants under laboratory colony conditions" 

15:30 

16:00~17:00 

17:00~18:00 

Coffee Break 

Daisuke Ono (Nagoya University, Japan) 

"Cytosolic circadian rhythms in the mammalian central circadian clock" 

Federico Rossi (University of Siena, Italy) 

"Synthesis and Application of Giant Unilamellar Vesicles for Cellular Modeling and Advanced Materials" 

18:00~ Banquet 
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10:00~11:00 

11:00 

11:15~12:15 

12:15~12:20 

Hiroshi Ito (Kyushu University, Japan) 

"Cellular circadian rhythm can be more precise through output" 

Gisele Oda (Universidade de Sao Paulo, Brasil) 

"Biological Clocks of Subterranean Rodents: Field Work meets Mathematical Modeling in South America" 

Coffee Break 

Hiroyuki Kitahata (Chiba University, Japan) 

"Relation between motion and shape in self-phoretic motions" 

Closing 
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Wet synthesis is one of the most widely used techniques for generating crystalline materials. The reagents are mixed in this
procedure, and crystals form due to the nucleation and growth processes. In crystal growth and engineering, the most crucial is the
temporal control of the processes over time to obtain samples with a desired average size and dispersity. In the lecture, recently
developed alternative methods will be presented and discussed for synthesizing various crystalline materials, such as inorganic
precipitate particles, zeolitic imidazolate frameworks, and gold nanoparticles. We highlight the advantage of applying a gel reactor
utilizing diffusion and ionic migration driven by a direct electric field. Additionally, we show that cell-sized microcompartments
(giant unilamellar vesicles) can act as reactors for the synthesis of crystals. In these techniques, the mass transport affects the
mass flux of chemical species in the system, influencing nucleation and crystal growth. Therefore, control of mass transport of the
chemical species can be used to tune the morphology, average size, and size distribution of crystalline materials.

References
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General introduction
Reaction-diffusion systems



K2Cr2O7 +            AgNO3 Ag2Cr2O7

AgNO3

solution

Periodic precipitation – proof of concept

Time-scale

~ 3-5 days

Length-scale

~ 10 cm



AgNO3 (aq) + K2Cr2O7 (aq) → Ag2Cr2O7 (s)

Experimental system
Inner 

electrolyte

Outer 

electrolyte

500 m

Glass

Gel (gelatin)

Stamp 
(agarose)
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Periodic precipitation – proof of concept

A + B → C (nucleation)

C → P (growth)
A

B



Nano- and microparticles

Catalysis Electronics

Nanomedicine

Important:

(i) Size of particles 

(ii) Particle size distribution

Sensorics



Wet synthesis

A B

A + B → C (nucleation)

C → P (growth)

Bulk Reaction-diffusion

P



I. GOLD NANOPARTICLES

Subara, Deni, and Irwandi Jaswir. 2018. “Gold Nanoparticles: Synthesis and Application for Halal Authentication in Meat 

and Meat Products”. International Journal on Advanced Science, Engineering and Information Technology 8 (4-2):1633-

41. https://doi.org/10.18517/ijaseit.8.4-2.7055.

Oliveira, A.E.F.; Pereira, A.C.; Resende, M.A.C.; Ferreira, L.F. Gold Nanoparticles: A Didactic Step-by-Step of the 

Synthesis Using the Turkevich Method, Mechanisms, and Characterizations. Analytica 2023, 4, 250-263. 

https://doi.org/10.3390/analytica4020020 

Turkevich method

Color: surface plasmon resonance

(SPR)



II. METAL-ORGANIC FRAMEWORKS (MOFs)

Gutiérrez-Serpa, A.; Pacheco-Fernández, I.; Pasán, J.; Pino, V. Metal–Organic Frameworks as Key Materials for Solid-

Phase Microextraction Devices—A Review. Separations 2019, 6, 47. https://doi.org/10.3390/separations6040047



II. METAL-ORGANIC FRAMEWORKS (MOFs)

B. Rungtaweevoranit et al., Faraday Discuss., 201, 9–45 

(2017). 

https://en.wikipedia.org/wiki/Zeolitic_imidazolate_framework

Application:

• Gas separation/storage

• Catalysis

• Electronic devices

• Drug delivery system



I. Synthesis of gold particles using 

reaction-diffusion



Gold Nanoparticles



Gold Nanoparticles

Aspect ratio:

(50 nm : 80 µm)

1: 1600



Gold Nanoparticles

near the liquid-gel interface

Effect of the agarose:

(i) Gel: convection-free environment

(ii) Acting as “surfactant” 

(iii) One-step synthesis



II. Synthesis of zeolitic imidazolate frameworks 

(ZIFs) using reaction-diffusion

ZIF-8 ZIF-67

Saliba et al.,  J. Am. Chem. Soc. 2018, 140, 5, 1812–1823



II. Synthesis of zeolitic imidazolate frameworks 

(ZIFs) using reaction-diffusion

ZIF-8 ZIF-67

Saliba et al.,  J. Am. Chem. Soc. 2018, 140, 5, 1812–1823

ZIF-8

ZIF-67



III. Synthesis of zeolitic imidazolate frameworks 

(ZIFs) in an electric field

Experimental setup



III. Synthesis of zeolitic imidazolate frameworks 

(ZIFs) in an electric field

Experimental results



III. Synthesis of zeolitic imidazolate frameworks 

(ZIFs) in an electric field
Kinetic model

4 L + M2+ → C2+ k1 = 10−4 M−2s−1 r1 = k1 [L]2 [M2+]

2 C2+ → 2 MOF + 4 L+ + nMOF k2 = 10−3 M−1s−1 r2 = k2 [C2+]2

C2+ + nMOF → nMOF +MOF + 2 L+ k3 = 10−2 M−1s−1 r3 = k3 [C2+] [nMOF]

nMOF + nMOF → nMOF k4 = 10−4 s−1 r4 = k4[nMOF][L]/[L+]

L+ + OH− ⇌ L K = 1.4125× 106



III. Synthesis of zeolitic imidazolate frameworks 

(ZIFs) in an electric field

Numerical results

E = 0 E ≠ 0

𝜕𝑐𝑖

𝜕𝑡
 = 𝐷𝑖

𝜕2𝑐𝑖

𝜕𝑥2 −
𝐷𝑖𝑧𝑖𝐹

𝑅𝑇

𝜕𝑐𝑖𝐸(𝑥, 𝑡)

𝜕𝑥
+ 𝑅𝑖 𝑐

𝐸 𝑥, 𝑡 =

𝐼
𝐴𝐹 + σ𝑖 𝐷𝑖𝑧𝑖

𝜕𝑐𝑖
𝜕𝑥

𝐹
𝑅𝑇

σ𝑖 𝐷𝑖𝑧𝑖
2𝑐𝑖

Galvanostatic conditions, i.e., I = const



Further directions – reaction with mass transport

I. Periodic precipitation – gel-free environment

CuCl2 (aq) + K2CrO4 (aq) → CuCrO4 (s)



Further directions – reaction with mass transport

I. Periodic precipitation – gel-free environment



Further directions – reaction with mass transport

I. Periodic precipitation – gel-free environment

𝑅𝑎 =
𝑔∆𝜌𝑠𝑑2𝐿

12𝜇𝐷
Rayleigh-Darcy number 

𝜀 =
𝑑

𝐿 12
geometry parameter

ε2Ra
Hele-Shaw regime (ε2Ra < 1 )

flow regime (ε2Ra ≥ 1)



Further directions – reaction with mass transport

I. Periodic precipitation – gel-free environment

AgNO3 (aq) + K2Cr2O7 (aq) → Ag2Cr2O7 (s)

gelatin agarose

1 cm



Further directions – reaction with mass transport

I. Periodic precipitation – gel-free environment

AgNO3 (aq) + K2Cr2O7 (aq) → Ag2Cr2O7 (s)

gelatin (w/w %) :     0.001 0.005 0.01 0.1

agarose gel: 0.5 w/w %

1 cm



Further directions – reaction with mass transport

I. Periodic precipitation – gel-free environment

AgNO3 (aq) + K2Cr2O7 (aq) → Ag2Cr2O7 (s)



Further directions – reaction with mass transport

I. Periodic precipitation – gel-free environment

AgNO3 (aq) + K2Cr2O7 (aq) → Ag2Cr2O7 (s)



Further directions – reaction with mass transport

II. Antagonistic mass fluxes 



Further directions – reaction with mass transport

II. Antagonistic mass fluxes 



Further directions – reaction with mass transport

II. Antagonistic mass fluxes 



Q. Wang, E. Nakouzi, Reaction–Diffusion Coupling Facilitates the Sequential Precipitation of Metal Ions from Battery Feedstock 

Solutions, Environmental Science & Technology Letters 2023 10 (12), 1188-1194 DOI: 10.1021/acs.estlett.3c00754 

Further directions – reaction with mass transport

III. Separation of metal cations



Further directions – reaction with mass transport

IV. Hydrogel reactors 
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Thank you for your attention





Circadian rhythms, despite being enveloped in inevitable biological noise, exhibit remarkable resilience, maintaining precise 24-hour cycles.
This presentation delves into the sophisticated mechanisms by which circadian clocks navigate the challenges of noise, ensuring timely
transcriptional regulation. We explore the orchestration of multiple repression strategies —encompassing sequestration, displacement, and
blocking of PER proteins—employed by circadian systems to achieve robust transcriptional repression and activation amidst environmental
and intrinsic fluctuations. A focal point is the utilization of photoswitches, a pivotal adaptation allowing PER proteins to accurately time their
nuclear entry for transcriptional regulation, overcoming the heterogeneity in their perinuclear arrival times caused by spatiotemporal noise.
Moreover, we shed light on the counterintuitive benefits of noise within this biological context. Specifically, we discuss how a controlled
degree of noise can sharpen the circadian rhythm's waveform and enhance the signal-to-noise ratio, offering insights into the adaptive
significance of noise in biological systems. This talk aims to underscore the intricate balance between noise utilization and avoidance,
highlighting its role in the resilience and precision of circadian rhythms.

References
[1]Otobe Y, Jeong EM, Ito S, Fukada Y* Kim JK* and Yoshitane H*, Phosphorylation of DNA-binding domains of CLOCK-BMAL1 complex is essential for mammalian

circadian clockwork,PNAS (2024)
[2]Jeong EM, Kim JK, Robust Ultrasensitive Transcriptional Switch in Noisy Cellular Environments,NPJ Syst Biol & Appl (2024)
[3]Song YM, Campbell S, Shiau L, Kim JK*, Ott W*, Noisy delay denoises biochemical oscillators,Physical Review Letters (2024)
[4]Chae S, Kim DW, Igoshin OA, Lee S, Kim JK, Beyond microtubule: Cellular environment at theendoplasmic reticulum attracts proteins to the nucleus, essential for
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[5]Chae SJ, Kim DW, Lee S, Kim JK, Spatially coordinated collective phosphorylation filtersspatiotemporal noises for precise circadian timekeeping, iScience (2023)
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Mastering Noise in Rhythm Generation: Strategies for Utilization and Avoidance
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Mastering noise in rhythm generation: strategies 

for utilization and avoidance

Jae Kyoung Kim
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Anti-cancer therapy for DLBCL: Morning vs Afternoon ?



Kim et al, JCI Insight (2023)
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per1

per2
E box

cry1

cry2

Per1

Per2

Cry1

Cry2

Cry2Cry1

Per1 Per2

Cry2Cry1

Per1 Per2

(Repressor gene)

Clk Bmal1
(Activator)

Transcriptional negative feedback loop generates circadian rhythms

Animation from David Virshup

PER Level

How to turn on and off transcription for 12h everyday despite noise?



per1

per2
E box

cry1

cry2

Per1

Per2

Cry1

Cry2

Cry2Cry1

Per1 Per2

Cry2Cry1

Per1 Per2

(Repressor gene)

Clk Bmal1(Activator)

Repressors do not bind to gene promoter!

Indirect transcriptional repression



What kind of repression mechanism is used?



What kind of repression mechanism is used? All of them!!

Using all of them together seems redundant!

Why do all of them are used? 



  ≈ ><

Sequestration can generate on and off switch depending on R:A

    

Jeong EM & Kim JK, NPJ Syst Biol (2024)

Euimin Jeong 

(IBS)



  ≈ ><     

However, undesired activation occurs during repression phase to noise!

Jeong EM & Kim JK, NPJ Syst Biol (2024)



Unexpected activation persists during the repression phase!

  ≈ ><     

Jeong EM & Kim JK, NPJ Syst Biol (2024)



With the blocking, the unexpected activation is rapidly restored to repression.

  ≈ ><     

Jeong EM & Kim JK, NPJ Syst Biol (2024)



However, with the blocking, undesired repression occurs during activation phase! 

      ≈ ><



Unexpected repression persists for a long time during activation phase

      ≈ ><



With displacement, the unexpected repression is rapidly restored to the activation.

      ≈ ><
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(Repressor gene)

Clk Bmal1(Activator)

Transcriptional regulation noise is filtered by 

multiple repression mechanisms

 

 
 

 

 

 

 



Blocking + sequestration + displacement, seemingly redundant, is commonly used.

Jeong EM & Kim JK, NPJ Syst Biol (2024)



Jeong EM & Kim JK, NPJ Syst Biol (2024)

1st mechanism leading to “sensitive” response & ”robust” to noise
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PER need to enter at the right time of day! 

 

 
 

 

 

 

 



Travel time of molecules is calculated by agent-based modeling 

PER Diffusion coefficient

D=0.25 μm2/s

Koch et al, eLIfe (2020) 

Without Obstacles With Obstacles

Travel time of PER molecules vary from 0h to 12h. 

How do PER molecules enter nucleus at the right time to turn off transcription?

Seokjoo Choe

(KAIST)



PER waits for the other PER 

molecules at the perinucleus.

Mechanism for such collective behaviors of molecules?

Choogon Lee Lab (Florida State U)



Mathematical model for spatio-temporal dynamics of PER
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Multi-Phosphorylation is required for nuclear entry of PER



Switch-like PER phosphorylation

Narasimamurthy et al, PNAS (2018)

Cooperativity
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CK1

PP1

PP1

David Virshup

(DUKE-NUS)



Switch-like PER phosphorylation+ Advection simulates sharp increase of phosphorylated 

PER and nucleus entry  

Beesley*, Kim* et al, PNAS (2020)



Chae et al, iScience (2023)

Phosphoswitch maintains circadian rhythms despite heterogenous PER arrival 

time

Seokjoo Choe

(KAIST)



In extremely overcrowded cell, phosphoswitch does not work and 

circadian rhythms become unstable…

Beesley*, Kim* et al, PNAS (2020)



Indeed, as cell becomes overcrowded, circadian rhythms become 

weaker and unstable. 

Beesley*, Kim* et al, PNAS (2020)

What else does cause cytoplasmic congestion?

Aging, Autophagy mal-function, and Alzheimer's disease.   

Indeed, they cause unstable sleep-wake cycle. 

This explains why do obesity, aging and Az cause unstable 

sleep-wake cycle.



How PER moves toward to perinucleus?

Choogon Lee Lab (Florida State U)



Transport to perinucleus is mainly based on microtubules and molecular motors

Retrieved from Hancock Lab

And https://rnd.iitb.ac.in/

Microtubule: road heading to nucleus Motor proteins: truck transporting proteins



However, even without microtubule, protein can be transported to perinucleus!

Retrieved from Hancock Lab

Kim et al. (2007)

Normal Without microtubule

Such protein transport may have diffusive character!



To investigate the role of diffusive character, we developed an agent-based model 
mimicking protein diffuison in a cell with ER. 

Protein movement is hampered in the ERNucleus

Protein

Cytoplasm Endoplasmic reticulum (ER)

Chae et al.  iScience (Accepted)

Seok Joo Chae

(KAIST & IBS)

Dae Wook Kim 

Seogang U

Oleg Igoshin, Rice U



Diffusion within the cell with the ER structure results in perinuclear accumulation

Low collision frequency with the ER

High collision frequency with the ER

Smaller sized proteins does not accumulate near the nucleus

However, larger sized proteins do accumulate

Chae et al. iScience (2024)



Larger proteins are prone to diffusion hindrance and tend to accumulate near the nucleus!

Subcellular distribution 

How can we understand heterogeneous diffusion mathematically?

P
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R

Larger size 

-> more hindrance 

Chae et al. iScience (2024)



𝑖 = 1 … 𝑖 = 𝑁

free

ER

Microscopic model for diffusion + the collision (binding) of ER

𝑝𝑖
𝑢: probability of finding unbounded protein at i-th grid

𝑝𝑖
𝑏: probability of finding bounded protein at i-th grid 

𝑝𝑖
𝑇: probability of finding protein at i-th grid (bounded + unbounded)

𝑑𝑝𝑖
𝑢

𝑑𝑡
=

𝛿

ℎ2
−2𝑝𝑖

𝑢 + 𝑝𝑖−1
𝑢 + 𝑝𝑖+1

𝑢 + 𝑘𝑑
𝑖 𝑝𝑖

𝑏 − 𝑘𝑓
𝑖𝑝𝑖

𝑢

𝑑𝑝𝑖
𝑏

𝑑𝑡
= −𝑘𝑑

𝑖 𝑝𝑖
𝑏 + 𝑘𝑓

𝑖𝑝𝑖
𝑢

𝑑𝑝𝑖
𝑇

𝑑𝑡
=

𝛿

ℎ2
−2𝑝𝑖

𝑢 + 𝑝𝑖−1
𝑢 + 𝑝𝑖+1

𝑢

Diffusion + Binding/unbinding

“Periphery” “Nucleus”

ℎ

𝑘𝑑
𝑖𝑘𝑓

𝑖

𝑝𝑖
𝑢

𝑝𝑖
𝑏

Chae et al. iScience (2024)



One step further: heterogeneous diffusion of protein can be effectively described by 
Chapman’s law

ℎ → 0

Microscopic model for diffusion + the binding/unbinding with ER

𝑝(𝑥, 𝑡) : prob. finding a protein at 𝑥 and 𝑡

𝜕𝑝𝑖
𝑢

𝜕𝑡
=

𝛿

ℎ2
−2𝑝𝑖

𝑢 + 𝑝𝑖−1
𝑢 + 𝑝𝑖+1

𝑢 + 𝑘𝑑
𝑖 𝑝𝑖

𝑏 − 𝑘𝑓
𝑖𝑝𝑖

𝑢

𝜕𝑝𝑖
𝑏

𝜕𝑡
= −𝑘𝑑

𝑖 𝑝𝑖
𝑏 + 𝑘𝑓

𝑖𝑝𝑖
𝑢

𝜕𝑝𝑖
𝑇

𝜕𝑡
=

𝛿

ℎ2
−2𝑝𝑖

𝑢 + 𝑝𝑖−1
𝑢 + 𝑝𝑖+1

𝑢

Fast binding/unbinding

𝐷 𝑥 =
𝛿

1 +
𝑘𝑓 𝑥

𝑘𝑏 𝑥

Denser ER ➔ Larger 𝑘𝑓 ➔ Smaller 𝐷(𝑥)

Chae et al. iScience (2024)



  drift term in Chapman’s law can account for perinuclear accumulation in 
heterogeneous environment!

𝜕𝑝

𝜕𝑡
= −𝛻 ⋅ 𝐽

𝐽 = − 𝐷𝛻𝑝 + 𝑝𝛻𝐷

𝐷𝛻𝑝: Fickian (diffusive) flow

𝑝𝛻𝐷: Drift due to the heterogeneous environment

Chapman’s law Fick’s law = No change!Chapman’s law seems the way to go to describe 

intracellular diffusion of molecules!

Chae et al. iScience (2024)



Beyond microtubules: The cellular environment at the endoplasmic reticulum attracts 

proteins to the nucleus, enabling nuclear transport

Seokjoo Choe

(KAIST)

Seek postdoc this fall!

Chae et al. iScience (2024)
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Noise is always bad?



Larger variance in time delay leads to shaper oscillation

Song et al, Physical Review Letter (2024)

Yumin Song 

(KAIST)



Period, Amplitude, Sharpness and Signal-to-noise ratio (SNR)

Song et al, Physical Review Letter (2024)



Modest noise in time delay leads to sharp oscillation with high SNR!



Modest noise in time delay leads to sharp oscillation with high SNR for various models!

Song et al, Physical Review Letter (2024)



Can we infer the regulatrory network from timeseries data alone?

Paramecium Didinium

P

D

Dynamic data

P D
PredatorPrey

Regulatory Network

?



Model based methods are popular, but have a serious limit!

Time-series data Mechanistic model

𝑑𝑥

𝑑𝑡
= 𝛼𝑥 + 𝛽𝑥𝑦

𝑑𝑦

𝑑𝑡
= 𝛿𝑥𝑦 + 𝛾𝑦

Parameter estimation

𝜶, 𝜷, 𝜹, 𝜸

𝜷 < 𝟎𝜹 > 𝟎

How do we know this model is correct?



Time-series data Mechanistic model

𝑑𝑥

𝑑𝑡
= 𝛼𝑥 + 𝛽𝑥𝑦

𝑑𝑦

𝑑𝑡
= 𝛿𝑥𝑦 + 𝛾𝑦

Parameter estimation

𝜶, 𝜷, 𝜹, 𝜸

𝜷 < 𝟎𝜹 > 𝟎

General Model-based Inference can overcome the limit of model choice 

𝒅𝒀

𝒅𝒕
= 𝒇(𝑿, 𝒀)

Time-series data General model

𝒅𝑿

𝒅𝒕
= 𝒈(𝑿, 𝒀)

How do we know this model is correct?

𝒅𝒇

𝒅𝑿
> 𝟎

𝒅𝒈

𝒅𝒀
< 𝟎

Infer the regulatory type from general ODE



ሶ𝑌 = 𝑋

ሶ𝑌 = 𝑋2 + 1

ሶ𝑌 = 2 𝑋 + 3

Which models do describe the positive regulation?

ሶ𝑌 = −𝑋 + 3

ሶ𝑌 = 𝑋2 − 𝑋

ሶ𝑌 =
𝑋

𝑋 + 2
− 1

V

V

V

V

Negative

Mixed



ሶ𝑌 = 𝑋

ሶ𝑌 = 𝑋2 + 1

ሶ𝑌 = 2 𝑋 + 3

What is the common rule of the positive regulations?

When 𝑋 increases, ሶ𝑌 always increases.

If 𝑋𝑑 = 𝑋 𝑡 − 𝑋(𝑡∗) > 0, then ሶ𝑌𝑑 = ሶ𝑌 𝑡 − ሶ𝑌(𝑡∗) > 0

𝐼𝑋+
𝑌 ∶= 𝑋𝑑 × ሶ𝑌𝑑 > 0 for 𝑡 and 𝑡∗with 𝑋𝑑 > 0

Translate into the context of time series

Regulation detection function



We can infer positive regulation from time-series with regulation detection function

No

𝐼𝑋+
𝑌 ∶= 𝑋𝑑 × ሶ𝑌𝑑 > 0 for 𝑡 and 𝑡∗with 𝑋𝑑 > 0

Yes

What about negative regulation?



When 𝑋 decreases, ሶ𝑌 always increases.

Regulation detection function: 𝐼𝑋−
𝑌 ∶= (−𝑋𝑑) × ሶ𝑌𝑑 > 0 for 𝑋𝑑<0

t
t

t*

If 𝑋𝑑 = 𝑋 𝑡 − 𝑋 𝑡
∗
< 0, then ሶ𝑌𝑑 = ሶ𝑌 𝑡 − ሶ𝑌 𝑡

∗
> 0

The positiveness of 𝐼𝑋−
𝑌 obtained with time-series implies the negative regulation

We can also infer negative regulation from time-series!

Park, Ha, Kim, Nature Communications (2023)



What about multi-regulations?

P to D

D to P

Positiveness of regulation detetion function

𝐼𝐷−
𝑃

𝐼𝑃+
𝐷

𝐼𝐷+
𝑃

𝐼𝑃−
𝐷



Extension to multi-regulation is easy!

When both 𝑋1 and 𝑋2 increase, ሶ𝑌 always increases.

If 𝑋1
𝑑 , 𝑋2

𝑑 > 0, then ሶ𝑌𝑑 > 0 for 𝑡 and 𝑡*.  

.

.

.

.

.

Park, Ha, Kim, Nature Communications (2023)



Regulation detection function is positive only for the correct regulation type!
+/-+/+ -/--/+



Regulation detection function is positive only for the correct regulation type!
+/-+/+ -/--/+



Sugihara, Science (2012)

Ecology    + Intracelluar data 

Granger Causality

(Statististical theory)

Cross convergent mapping

(Taken’s theorem)

Our approach

(General model-based)

Park, Ha, Kim, Nature Communications (2023)

For real noisy data, we need to incorporate statistical approach!



General-ODE-Based Inference (GOBI)

Let’s apply GOBI to solve real-world problem!

Park, Ha, Kim, Nature Communications (2023)



Dengue outbreak even with the active prevention and control program!



This increasing trend of Dengue cases could be due to weather changes.

Breeding site formation Breeding site flushing

Mosquito reproduction, activity, and survival



The effects of weather variables to dengue incidence is unclear

+

+

+

-

+

+ -
+ - -

Controversial



?

?

Time series data from Philippines

GOBI

Casual relationship between weather variables and dengue incidence?

Cowiding et al, Science Advances (In revision)



Both R+/T+ & R-/T+ are inferred!

Regions with the same regulation 

type are located next to each other.

What climate conditions distinguish 

the western and eastern regions?

Cowiding et al, Science Advances (In revision)



Dry season length variability is the key! 

Regular dry season

Irregular dry season

Cowiding et al, Science Advances (In revision)

Another approach to infer network



Causal relationships b/w sleep, circadian rhythm, and mood are still unknown

“Current evidence supports the existence of associations between sleep/circadian rhythm disturbances and depression 

but the direction of causality remains elusive”

Zaki et al., Eur Arch Psyciatry Clin Neurosci 2018

To identify their casual relationship, we need their long time-series data!



Collect sleep data and mood changes of patients with mood disorders 

Song et al., Ebiomedicine (2024)

139 patients (29~1457 days for each patient) 

What about circadian phases? How can we get time-series data of circadian phases?



Mid sleep phase is different from circadian phase!

Song et al., Ebiomedicine (2024)

How can we get time-series data of circadian phases?



Data

Sleep pressure & Circadian rhythm can be estimated with math modeling!

Simulation



Dong Ju, Lim 

(KAIST Grad)

Eun Yeon Joo

(Samsung Medical Center)

Su Jung Choi

(SKKU)

Even for rotating shift workers, math model can accurately predict DLMO!

For regulator workers, much more accurate (<1hr)

Shift-workers (n=19)

Lim et al (To be submitted)



Collect sleep data and mood changes of patients with mood disorders 

139 patients (29~1457 days for each patient) 

Transfer Entropy is applied to timeseries data to identify causal relationship!

Song et al., Ebiomedicine (2024)



Song, Jung et al., Ebiomedicine (2024)

Dr. Aurelio A. de los Reyes V

(IBS)

Dr. Hunjung Lee 

(Korea U Medical School)

Yumin Song

(KAIST grad)

Jaegwon Jeong

(Korea U Medical School)

Can we predict mood episodes with only sleep-wake data measured with wearables?



Can we predict mood episodes with only sleep-wake data measured with wearables?

Lim, Jung at al (Under review)

Katori et al, PNAS (2022)



Jaegwon Jeong

(Korea U Medical School)

We can accurately predict mood episodes with only sleep-wake data

Dong Ju, Lim (KAIST)`

Dr. Hunjung Lee 

(Korea U Medical School)

Lim, Jung at al (Under review)

Most important feature for prediction is “Circadian phase”

Math + AI + Circadian Rhythms = Happiness!

This framework can be used to identify the other diseases 

caused by circadian rhythms disruption!



Sleep Time

REM/Non-REM 

Sleep

Sleep Scoring

Past!

Math Model based information

Math modeling

AI

Wearables

Predict mood episodes
Song et al, eBiomedicine (2024)

Future!

Predict sleep sufficiency
Hong et al, iScience (2021)

Predict alertness
Song et al, Sleep (2024)



Yumin Song 

(KAIST)

Time delay noise

Euimin Jeong 

(IBS)

Multiple repressions Phosphoswitch

Seokjoo Choe

(KAIST)







per1

per2
E box

cry1

cry2

Per1

Per2

Cry1

Cry2

Cry2Cry1

Per1 Per2

Cry2Cry1

Per1 Per2

Travel time noise is filtered by phophoswitch, 

leading to nucleus entry of repressors at right time

(Repressor gene)

Clk Bmal1(Activator)

Transcriptional regulation noise is filtered by multi-repression,

leading to repression and activation at right time. 
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Transport to perinucleus is mainly based on microtubules 
and molecular motors

Retrieved from Hancock Lab

And https://rnd.iitb.ac.in/

Microtubule: road heading to nucleus Motor proteins: truck transporting proteins

However, PER do not move along microtubule!



However, even without microtubule, protein can be transpo
rted to perinucleus!

Retrieved from Hancock Lab

Kim et al. (2007)

Normal Without microtubule

Such protein transport may have diffusive character!



To investigate the role of diffusive character, we developed an ag
ent-based model mimicking protein diffusion in a cell with ER. 

Protein movement is hampered in the ERNucleus

Protein

Cytoplasm
Endoplasmic 

reticulum (ER)

Chae et al.  iScience (2024)

Seok Joo Chae

(KAIST & IBS)

Dae Wook Kim 

Van Loo Postdoc Fellow 

U Michigan

Oleg Igoshin, Rice U



Diffusion within the cell with the ER structure results in perin
uclear accumulation

Low collision frequency with the ER

High collision frequency with the ER

Smaller sized proteins does not accumulate near the nucleus

However, larger sized proteins do accumulate

Chae et al.  iScience (2024)



Larger proteins are prone to diffusion hindrance and tend to accu
mulate near the nucleus!

Subcellular distribution 
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R

Larger size 

-> more hindrance 

Chae et al.  iScience (2024)



PER phosphorylation has been target for circadian regulation



How PER moves toward to perinucleus?

Choogon Lee Lab (Florida State U)



Transport to perinucleus is mainly based on microtubules and molecular motors

Retrieved from Hancock Lab

And https://rnd.iitb.ac.in/

Microtubule: road heading to nucleus Motor proteins: truck transporting proteins



However, even without microtubule, protein can be transported to perinucleus!

Retrieved from Hancock Lab

Kim et al. (2007)

Normal Without microtubule

Such protein transport may have diffusive character!



To investigate the role of diffusive character, we developed an agent-based model 
mimicking protein diffuison in a cell with ER. 

Protein movement is hampered in the ERNucleus

Protein

Cytoplasm Endoplasmic reticulum (ER)

Chae et al. iScience (Accepted)

Seok Joo Chae

(KAIST & IBS)

Dae Wook Kim 

Seogang U

Oleg Igoshin, Rice U



Diffusion within the cell with the ER structure results in perinuclear accumulation

Low collision frequency with the ER

High collision frequency with the ER

Smaller sized proteins does not accumulate near the nucleus

However, larger sized proteins do accumulate

Chae et al. iScience (2024)



Larger proteins are prone to diffusion hindrance and tend to accumulate near the nucleus!

Subcellular distribution 

How can we understand heterogeneous diffusion mathematically?
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Larger size 

-> more hindrance 

Chae et al. iScience (2024)



𝑖 = 1 … 𝑖 = 𝑁

free

ER

Microscopic model for diffusion + the collision (binding) of ER

𝑝𝑖
𝑢: probability of finding unbounded protein at i-th grid

𝑝𝑖
𝑏: probability of finding bounded protein at i-th grid 

𝑝𝑖
𝑇: probability of finding protein at i-th grid (bounded + unbounded)

𝑑𝑝𝑖
𝑢

𝑑𝑡
=

𝛿

ℎ2
−2𝑝𝑖

𝑢 + 𝑝𝑖−1
𝑢 + 𝑝𝑖+1

𝑢 + 𝑘𝑑
𝑖 𝑝𝑖

𝑏 − 𝑘𝑓
𝑖𝑝𝑖

𝑢

𝑑𝑝𝑖
𝑏

𝑑𝑡
= −𝑘𝑑

𝑖 𝑝𝑖
𝑏 + 𝑘𝑓

𝑖𝑝𝑖
𝑢

𝑑𝑝𝑖
𝑇

𝑑𝑡
=

𝛿

ℎ2
−2𝑝𝑖

𝑢 + 𝑝𝑖−1
𝑢 + 𝑝𝑖+1

𝑢

Diffusion + Binding/unbinding

“Periphery” “Nucleus”

ℎ

𝑘𝑑
𝑖𝑘𝑓

𝑖

𝑝𝑖
𝑢

𝑝𝑖
𝑏

Chae et al. iScience (2024)



One step further: heterogeneous diffusion of protein can be effectively described by 
Chapman’s law

ℎ → 0

Microscopic model for diffusion + the binding/unbinding with ER

𝑝(𝑥, 𝑡) : prob. finding a protein at 𝑥 and 𝑡

𝜕𝑝𝑖
𝑢

𝜕𝑡
=

𝛿

ℎ2
−2𝑝𝑖

𝑢 + 𝑝𝑖−1
𝑢 + 𝑝𝑖+1

𝑢 + 𝑘𝑑
𝑖 𝑝𝑖

𝑏 − 𝑘𝑓
𝑖𝑝𝑖

𝑢

𝜕𝑝𝑖
𝑏

𝜕𝑡
= −𝑘𝑑

𝑖 𝑝𝑖
𝑏 + 𝑘𝑓

𝑖𝑝𝑖
𝑢

𝜕𝑝𝑖
𝑇

𝜕𝑡
=

𝛿

ℎ2
−2𝑝𝑖

𝑢 + 𝑝𝑖−1
𝑢 + 𝑝𝑖+1

𝑢

Fast binding/unbinding

𝐷 𝑥 =
𝛿

1 +
𝑘𝑓 𝑥

𝑘𝑏 𝑥

Denser ER ➔ Larger 𝑘𝑓 ➔ Smaller 𝐷(𝑥)

Chae et al. iScience (2024)



  drift term in Chapman’s law can account for perinuclear accumulation in 
heterogeneous environment!

𝜕𝑝

𝜕𝑡
= −𝛻 ⋅ 𝐽

𝐽 = − 𝐷𝛻𝑝 + 𝑝𝛻𝐷

𝐷𝛻𝑝: Fickian (diffusive) flow

𝑝𝛻𝐷: Drift due to the heterogeneous environment

Chapman’s law Fick’s law = No change!Chapman’s law seems the way to go to describe 

intracellular diffusion of molecules!

Chae et al. iScience (2024)



Beyond microtubules: The cellular environment at the endoplasmic reticulum attracts 

proteins to the nucleus, enabling nuclear transport

Seokjoo Choe

(KAIST)

Seek postdoc this fall!

Chae et al. iScience (2024)



Self-organized synchrony among diverse biological components has been identified in many biological systems. The synchronized flowering
and fruiting observed in temperate and tropical rainforests represent one of the most mysterious and large-scale events in ecosystems.
Occurring at irregular intervals spanning several years, a remarkable phenomenon unfolds where nearly all tree individuals within a
population, sometimes alongside species from other families, simultaneously burst into flower. The proposed explanation posits that an
internal nutrient cycle, coupled with an external water-stress signal, orchestrates this synchrony, drawing parallels to the intricate
mechanisms of molecular circadian clocks (1). However, in contrast with the extensive theoretical and ecological analysis of phenotypic
observation, little is known about the molecular mechanisms underlying the synchrony, since dominant tree species in forest ecosystems are
non-model species in terms of molecular and genome biology. Leveraging the progress in genome sequencing and information technologies,
we can generate genome-wide transcriptomic data at the ecosystem level under naturally fluctuating conditions (2). Our spatiotemporal
gene expression data revealed a hierarchical synchrony that manifests within the genome, tissues, individual trees, and populations. We
found distinctive gene expression profiles in leaf tissues as opposed to buds and flowers, and parallel expression profiles between different
species during both summer and winter. When coherence in gene expression at the individual level aligns at the forest level, it induces
feedback effects on the atmosphere and climate. This feedback loop, in turn, influences the reproductive success and survival of plants, a
topic we'll delve into further. (3)
References
[1]Satake, A. & Iwasa, Yoh. (2000). Pollen coupling of forest trees: formingsynchronized and periodic reproduction out of chaos. Journal of theoreticalbiology, 203(2), 63-84.
[2]Satake, A. et al. (2013). Forecasting flowering phenology under climatewarming by modelling the regulatory dynamics of flowering-time genes. Naturecommunications, 

4(1), 2303.
[3]Satake et al. (2024). Plant molecular phenology and climate feedbacksmediated by BVOCs. Annual Review of Plant Biology, 75.

Synchrony from genes to ecosystems

Akiko Satake (Kyushu University)



Synchrony from 
genes to ecosystems

（Laboratory of Mathematical Biology, Kyushu University）
Akiko Satake



Cyclic seasonal activities of plants and animals

Morning groly
Ipomoea tricolor

Camellia japonica

Spider lily
Lycoris radiate

Winter Spring

SummerFallPhenology: Nature’s calendar



2000 2001 2003 2005Japanese 
beech

Synchronized and intermittent fruiting
 at the regional scale

“Mass flowering or fruiting”

Forest and Forest Products Research Institute

European beech

Bogdziewicz et al. Nature Plants 2020

Mass flowering: synchronized reproduction 
with supra-annual periodicity

Satake et al. 2021 New Phytol

Seed 
production

++
Tohoku region

Japan

Tele- communication between trees
Advantageous to minimize seed predation



“The Mystery of masting in trees”
Koenig & Knops 2005 American Scientist

Ramifying effect of masting on ecosystems



Temperature

˚C

Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct

Malaysia

Photoperiod

min

Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct

How about in tropics?
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Increasing temperature

10 year moving average
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over 1976–2005 monitoring period

Mass flowering events 
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increasing temperature 
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Many species are synchronized to flower

210 tropical tree species
95 Dipterocarpus species

Peninsular Malaysia

Highly synchronized flowering in tropics

Numata et al. 2022. Commun Biol
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Dominant tree species 
in forest ecosystems are ”non-model” 

for molecular and genetic studies

Tropical rainforest in⻄双版納



Family 
Fagaceae

Typical 
masting species

Chou et al. 2023 Nat Commun

spring

winter

fall

summer

diversification

Satake et al. Mol Ecol 2023 

Ge
ne

s

Gene�
expression

Q.
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ca L. edulis

Genome

Genomic resources become available in trees

Oaks and Beeches



Gene

Individual

Ecosystem

Population

Synchrony from genes to ecosystems
Output at the forest ecosystem level

Phenological output
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Molecular phenology: genome - wide gene expression in nature
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A mathematical model explaining the emergence of 
population synchrony

𝑖

Resource allocation dynamics 
for reproductive organsTree

Depletion coefficient

Satake and Iwasa 2000 J Theor Biol 
Depletion coefficient 𝑘

𝑥! 𝑡

Bifurcation diagram

𝑥! 𝑡 + 1 = .𝑥! 𝑡 + 1	 if	𝑥! 𝑡 ≤ 0
−𝑘𝑥! 𝑡 + 1	 if	𝑥! 𝑡 > 0Resource level

 in year t+1
Flowering and fruiting 

No reproduction

No oscillation
Trees produce fruits every year

Quasi 2-yr oscillation

Completely chaotic reproductive behavior

Year

Resource
 level

Threshold
Depletion

Chaotic reproduction



When individual tree exhibits chaotic reproduction, slight difference
 in resource levels between trees expand exponentially. 

How are trees synchronized? 



Pollen coupling
Pollination success depends on abundance of 

pollens produced by other trees

Male flowersFemale flowers

Female flowers are self-incompatible

𝑥! 𝑡 + 1 = .
𝑥! 𝑡 + 1	 if	𝑥! 𝑡 ≤ 0

−𝑘𝑃!(𝑡)𝑥! 𝑡 + 1	 if	𝑥! 𝑡 > 0

𝑃! 𝑡 =
1

𝑁 − 1
9
"#!

	 𝑥! 𝑡 $

%

: Coupling strength

Pollination 
success

♂♀



Emergence of periodic reproduction out of chaos
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Satake and Iwasa 2000 J Theor Biol, Abe et al. 2016 Ecol Lett
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Molecular phenology: genome-wide gene expression in natural conditions 



Genes encoding when to flower
Autonomous
pathway

Vernalization
pathway

Photoperiod
pathway

Gibberellin
pathway

AP1   CAL   FUL   LFY

FTSOC1 LFYTSF

LHY
CCA1
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ELF4
LUX

GI

ELF3

ZTL1
LKP2
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FKF1
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CDF1PHYA
CRY2

PHYB

FLC

PAF1 complex
PIE1 (ISWI)
EFS
ARP6 (SWR1)
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FRI
FRL1,2
FES1

FCA
FY
FLD
FPA
FVE
LD
FLK

FD, FDP TFL1

GA1
GA4
GA5

PHOR1

GAI, RGL1, RGA

FPF1

Flowering
Vegetative

Winter cold

Arabidopsis thaliana

FLOWERING LOCUS T
 (FT: florigen)



Transformation using A. thaliana 

Overexpression of 
Fagus flowering genes 
resulted in early flowering. 

Miyazaki et al. 2014

Isolation of FT, APT, and LFY in Fagus crenata 
(Japanese beech). 



Tree 1

Tree 2

7-yr monitoring of FT expression revealed 
intra- and inter-individual synchrony

Japanese beechqPCR

Satake and Kelly 2021; Satake et al. 2019; Miyazaki et al. 2014

FT

Flowering

AP1 LFY

budleaf

ON OFF OFF
OFF

ON ON

Inter-individual
Synchrony

Intra-individual
Synchrony

Branch 1

Branch 2

Branch 3

Branch-level 
monitoring



We measured nutrient (C and N) 
concentration in current-year shoots.

Between year variations in internal nutrient states? 

What drives interannual fluctuation in 
flowering gene expression?



+N

control
(-)

FcLFY FcAP1FcFT

Masting can be manipulated 
by nitrogen fertilization.

Miyazaki, Satake et al. 2014 Ecol Lett

2011, September

Nitrogen fertilization experiments confirmed 
the role of nitrogen on mass flowering

fertilization
(+N)

Once per month 
from April to Aug



FT
AP1
LFY

Nitrogen

ON

OFF
OFF

ON



Flowering

Florigen
FT

FLC

Flowering

Florigen
FT

FLC

Arabidopsis thaliana

Fagus crenata
(Japanese beech) ?

?

Comparison between A. thaliana and F. crenata



Seasonal gene expression pattern 
may be affected by climate change
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Summer
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Present

Winter will become milder in future

Future

?

Climate 
warming

0 5 10 15 20 25 30 35 40 45 50 55 60 65
70

75
80

85
90

95
10

0
10

5
0

5
10

15
20

25
30

35
40

45
50

55
60
65
70
75
80
85
90
95

0
5
10
15
20
25
30
35

40
45

50
55

60
65

70
75

80
85

0
5

10
15

20
25

3035404550556065

051015202530354045505560650510152025303540455055
60

65

0
510

15
20

25
30

35
40

45
50

55
60

0
5

10
15

20
25

30
35

40
45

50
55

0
5

10
15
20
25
30
35
40
45
50
55

0
5
10

15
20

25
30

35
40

45
50

55

0
5

10
15

20
25

30
35

40
45

50

0 5
10

15
20

25
30
35
40 45

heatmap
4.9

−3.55

0.67

Genome

How organisms in nature 
respond to climate warming?



To what extent can plants adapt to 
global warming?

The adaptation limit above which flowering opportunity is 
completely lost and extinction risk increases 

Climate change

Flowering time

Te
m

pe
ra

tu
re

 in
cr

ea
se

Advancement

Loss of 
flowering opportunity

Increased extinction risk Adaptation
 limit 



Maruoka and Ito 2009

Blooming events may disappear in future

Historical record of 
cherry blossom blooming in Kyoto

1,200 years
Timing of flowering has advanced

Fl
ow

er
in

g 
da

te

Year

Rapid 
advancement

Low temperature necessary for 
buds to break dormancy will be 

unavailable

Primack et al. 2009 Biol Conserv
Aono and Kazui  2008 Int J Climatol 

Flowering phenology and climate change



Estimating adaptation limits at the genetic level 

Adaptation limit 

Flowering time

Te
m

pe
ra

tu
re

 in
cr

ea
se

Advancement

Loss of 
flowering opportunity

Increased extinction risk Plant 
phenology

Climate change

SOC1

TOE2

SPL15

TEM2

TSF

VIN3

GA3OX1

GA20ox2
GA20OX3

FLC

FT

Cold

Gene 
expression 
dynamics

Cross-
scale 

approach

Satake et al. New Phytologist 2022



FLC

Flowering
Aikawa et al. 2010 PNAS

FLC plays a critical role in cold responses

Cold

FT
Florigen

Winter cold suppresses FLC expression  
Seasonal expression profile of FLC 
in perennial Arabidopsis

FLC

!!!

FT
FTFT

FT
FTFT

Flowering Flowering

!!!

Vegetative Vegetative
Reproductive ReproductiveSuppression

Fall Winter Spring Summer Fall Winter   Spring 

Warming

Ex
pr

es
si

on
 le

ve
l

Suppression



Arabidopsis helleri subsp. gemmifera
a perennial herb

Evaluation of adaptation limits
based on gene expression analysis

Experiment

Modelling

Prediction

Field 
monitoring

Northern and Central 
populations in Japan

Central
Northern



Weeks after transfer
flowering

FLC

FT
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10˚C

5˚C
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20˚C

10˚C
5˚C

12.5˚C

Long day condition
(16h light/8h dark)

8 weeks

Temperature control experiments

Florigen

Warm
Cold

5˚C
20˚C
10˚C
5˚C

34 weeks

Weeks after transfer

10 weeks

Cold

Warm

20˚C

10˚C

5˚C



Bolting Flowering
Reversion to
vegetative 
growth

Start and end of flowering in A. halleri

Start End

Formation of 
aerial rosettes



10C˚

5C˚

Weeks after cold Weeks after cold

Bolting (B)
Flowering (F)

Reversion (R)

FT 
expression

Phenological shift20C˚

Bolting and Flowering 
times were advanced
at warmer temperature.

Reversion did not 
occur at 5˚C.
Plants continued flowering.

Systematic responses to temperature

5˚C

10 
weeks

R
el

at
iv

e 
ex

pr
es

si
on

B F

R

B
F

Flowering period 
became shorter at 
warmer temperature.

Flowering 
period



Temperature (T) dependent

Flowering

𝑑𝑥"#$
𝑑𝑡 = 𝛼"#$ 𝑇 − 𝛽"#$(𝑇)𝑥"#$

𝑑𝑥"%
𝑑𝑡 = 𝛼"% 𝑇 𝑔 𝑥"#$)ℎ(𝜔 − 𝛽"%(𝑇)𝑥"%

𝒙𝑭𝑳𝑪

𝒙𝑭𝑻

&𝜔 : critical photoperiod

𝑔 𝑥!"# =
1

1 + 𝑥!"#
𝑚!$ 𝑇

% ℎ 𝜔 = 01	if	𝜔 ≥ &𝜔
0	if	𝜔 < &𝜔

Modelling gene expression dynamics

Production Degradation

Modelling Dynamics for FLC and FT expression

Estimation of temperature response functions

Data
Model

20˚C

10˚C

5˚C

Model fitting 
to data



Natural 
Habitat

Common 
Garden

Can our model predict flowering 
phenology in natural conditions?

September

From laboratory to natural environments

May

Field 
monitoring

Transplant experiments
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population
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Flowering phenology
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Satake et al. Nature Communications 2013



A. halleri

Experiment

Modelling

Prediction

Field 
monitoring

Predicting future flowering phenology

Warming



What will happen with climate warming?

Central
population

Northern
population

+2˚C
+4˚C
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e 
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FLC

FT

Present expression dynamics

FLC suppression in winter becomes milder.
The period when FT is activated becomes shorter.

Satake et al. Nature Communications 2013



End of flowering

Te
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)

Start

Warmer

Flowering 
periodMedian ± 95% CI

The adaptation limit of A. halleri is 4.5‒5.3̊C

Central
population

Northern
population

Satake et al. Nature Communications 2013
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Above the adaptation 
limit, reproductive cycle 
cannot be sustained and 
extinction risk increases.

5.3˚C

4.5˚C

Adaptation limit 

Reproductive
cycle
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SOC1

TOE2

SPL15

VIN3

Comparison of genome-wide transcriptional profiles

FLC

FT

Vernalization
pathway

TEM2

TSF

GA3OX1

GA20ox2
GA20OX3

FUL

SPL4

Gibberellin
pathway Cold

Two pathways that regulate adaptation limits

Warming

Komoto et al. 2023 Plant Cell Env



CO2 emission scenarios and temperature outcome

Present le
vel

3.2-5.4˚C
temperature 

increase
Close to 

the adaptation limit
of A. halleri

Fuss et al. Nature Climate Change 2014

0.9-2.3˚C
temperature 

increase

Net-zeroemission

Further studies needed to estimate 
adaptation limits in other species



Climate
change

Phenology
Synchrony

Feedback from
Plants to climate

Impacts of climate 
change on 

Plant phenology
Increased extinction risks

Biogenic Volatile 
Organic Compound

(BVOC)
Large variety of molecules 

differing in size and 
physicochemical properties

 
Cooling impacts 

on climate

BVOC
Feedback

CO2

O2

Satake et al. 2024 Ann Rev Plant Biol

Plants are not only affected by climate

Plants alter atmospheric composition 
and climatic processes



Plants release enormous amount of BVOCs

Emission

BVOC

BVOCs
biogenic volatile organic compounds

About 10 times 
the amount of 
anthropogenic 
VOC emissions 1 billion tons/year

About 3–10% of 
carbon fixed by 
plants released Carbon 

fixation

CO2



BVOC composition and emission phenology

Sesquiterpene（C15）
Others

Monoterpene
（C10）

Isoprene
（C5）

春 夏 秋 冬 春 夏 秋 冬

Emissions are high in summer
Tolerance to high temperature stress

Leaf damage increases emissions 
by dozens of times

Communication molecules that 
warn other individuals of danger



Ecosystems

Climate

Genome

Sunlight scattering
(Cooling effect)

Ozone
Methane BVOCs

Aerosols

Cloud nuclei

From climate to 
plant phenology

BVOC-mediated climate feedbacks

Satake et al. 2024 Ann Rev Plant Biol

Changes in solar radiation, 
precipitation, and

temperature



Large scale monitoring of molecular 
phenology and BVOC emission

Monitoring

Experiment

Prediction

Modeling

Climate

Plants

BVOC

DipterocarpaceaeFagaceae

Monitoring in Japan, 
China, Malaysia



Gene

Individual

Ecosystem

Population

Synchrony from genes to ecosystems
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Interdisciplinary research is needed 
to scale up molecular knowledge to 

population, regional, and global scales 
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Dynamical reduction provides a powerful approach to the analysis and control of nonlinear oscillators. In this talk, three recent topics
illustrating the use of such dynamical reduction will be briefly presented.

(i)Koopman operator and phase-amplitude reduction. The relationshipbetween Koopman operator theory and phase reduction theory for
limit-cycle oscillators has recently become clear. This has led to a generalization of classical phase reduction to phase-amplitude reduction,
which incorporates deviations from the limit cycle as amplitudes. The theoretical framework and a simple application to optimal entrainment
with amplitude suppression are briefly explained.

(ii)Phase-reduction approach to noise-induced coherent oscillations. Noisecan induce stochastic oscillations in excitable systems without
limit cycles. It is shown that, for some fast-slow systems, we can construct hybrid (piecewise-continuous) dynamical systems approximating
their stochastic oscillations. As an example, entrainment and synchronization of a noisy fast-slow excitable system is discussed.

(iii)Design of nonlinear oscillators based on phase reduction. Using thereduced phase equation, we can develop a method to design a
dynamical system with a prescribed trajectory and phase response characteristics. As an example, an artificial star-shaped oscillator that
exhibits multi-stable entrainment to high-frequency periodic input is designed.

References
[1]S Shirasaka, W Kurebayashi, and H Nakao, In: A. Mauroy, I. Mezić, Y. Susuki (eds.) TheKoopman Operator in Systems and Control. Springer (2020).
[2]J Zhu, Y Kato, and H Nakao, Physical Review Research 4, L022041 (2022).
[3]N Namura, T Ishii, and H Nakao, IEEE Transactions on Automatic Control, 69 (2024).

Dynamical reduction approach to the analysis and control of rhythmic systems

Hiroya Nakao (Tokyo Institute of Technology)



Hiroya Nakao

Tokyo Institute of Technology

Collaborators:

S. Shirasaka, W. Kurebayashi, J. Zhu, T. Ishii, and N. Namura

Dynamical reduction approach to the 
analysis and control of rhythmic systems 



Phase reduction approach to rhythmic systems
Physical chemistry

Oscillatory chemical reaction

Fluid mechanics

Synchronization of vortices

Network science

Sensor networks Self-organization

Electrical engineering

Noise-induced synchronization

Biomechanics

Hearing Walking

Neuroscience
Non-eq. physics

Machine learning
…

Dynamical systems
Stochastic processes

Open quantum systems

Quantum synchronization

Nonlinear oscillations 
and synchronization



• Dynamical reduction provides a powerful approach to the analysis and 
control of synchronizing nonlinear oscillators.

• Today’s topics:

1. Koopman operator and phase-amplitude reduction of limit-cycle 
oscillators

2. Phase-reduction approach to noise-induced coherent oscillations

3. Design of nonlinear oscillators based on phase reduction theory

Today’s topics



Joint work with

S. Shirasaka (Osaka), W. Kurebayashi (Hirosaki), 

Y. Kato (Hakodate), S. Takata (Toshiba), P. Mirceski (Tokyo Tech)

Koopman operator and phase-amplitude 
reduction of limit-cycle oscillators

Topic 1



• In dissipative systems, the state is often attracted to a low-dimensional 
manifold in the phase space (or state space).

• Deriving simple equations for "key variables" representing the low-
dimensional dynamics provides us with much insights.

• Phase reduction theory for limit-cycle oscillations is a typical example of 
such dimensionality reduction.

• Recently developing Koopman-operator approach gives a new 
viewpoint and leads to generalized phase-amplitude reduction theory. 

Phase-response analysis of synchronization for periodic flows 
K. Taira (UCLA) & HN (Tokyo Tech), J. Fluid. Mech. 2018

Dimensionality reduction in dynamical systems



• 2D system with a stable fixed point at (0,0)

• Jacobi matrix at (0,0)

• Infinitesimal “Koopman” operator (generator) 

• Principal “Koopman” eigenfunctions of 𝐴

• Using 𝜙!,# as new variables, the system is linearized:

Kaiser, Kutz, Brunton, arXiv:1707.01146

𝜙!

Example: global linearization via Koopman



• In the limit 𝜆 → −∞, we can adiabatically 
eliminate 𝜙! , i.e., we can approximately 
assume 𝜙! = 0.
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<latexit sha1_base64="zbVu1c5lwJhPVlN49NBCfKg4Po4=">AAAC63ichVFNSxxBEH2OJhrz4aqXQC5DViWnpTZEFEEQvHhcP1YFV5aZ2V5tdr6Y6V3RYf6AVw+C5pKAh5BLrsk1F/+AEH9CyNFALjlY0zMhqMTUMN1Vr+tVv66yQ1fGiuiyz+gfePBwcOjR8OMnT5+NlEbH1uOgGzmi7gRuEG3aVixc6Yu6ksoVm2EkLM92xYbdWczON3oiimXgr6n9UGx71o4v29KxFEPN0kSjHVlO0kqTlkrNRrgrmw2va86b2fonbJbKVCFt5l2nWjhlFFYLSt/QQAsBHHThQcCHYt+FhZi/LVRBCBnbRsJYxJ7U5wIphpnb5SzBGRajHV53ONoqUJ/jrGas2Q7f4vIfMdPEJF3QB7qic/pI3+n3P2slukamZZ93O+eKsDly+Hz1139ZHu8Ku39Z92pWaGNWa5WsPdRI9gon5/cOjq9W51Ymkyl6Tz9Y/zu6pK/8Ar/30zlbFiun9+ixWctNFT7je7orntbp8xwSxjNmynpIK8njvO8W9y/lEVdvD/Sus/66Up2u0PKb8kKtGPYQXuAlXvFEZ7CAJdRQ59sP8Qmf8cXwjCPjxHibpxp9BWccN8w4uwbCNa1x</latexit>

d

dt
�µ = µ�µ
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x = �µ, y = �� +
�

�� 2µ
�2
µ

• In the new variables, the system is linearized:

• Now, if 𝜆 ≪ 𝜇 < 0, the variable 𝜙! converges to 
0 much faster than 𝜙".

• This gives a reduced 1-dim. equation for 𝜙":

• Slow (inertial) manifold:
Kaiser, Kutz, Brunton, arXiv:1707.01146

Example: reduction of the linearized system

𝜙!



Mauroy, Mezić & Susuki, "The Koopman operator in systems and control", Springer (2020)

smooth dynamics

Evolution of observable

• Flow

• Observable

• Dynamical system (autonomous)

• Koopman operator

• Generator of the Koopman operator

: system state

Evolution of state

Linear operator!

Koopman operator and generator



Constant observable & evolving state  vs.  constant state & evolving observable

Observed value of 𝒙(𝑡) by 𝑓% at time 0  =  observed value of 𝒙(0) by 𝑓& at time 𝑡

Evolution of state vs. evolution of observable



• Eigenfunctions of the Koopman generator 𝐴 :

• Linear time evolution of the observable :

Mauroy & Mezic,  IEEE Trans. Automatic Control 61, 3356 (2016)

• Koopman mode expansion of the observable 𝑓 :

: coefficients

: eigenvalues

: eigenfunctions

: eigenvalue : eigenfunction

Koopman eigenvalues and eigenfunctions

<latexit sha1_base64="RHgChHWui8j/oSWVKtwlX2ONVMM=">AAAC9HichVHLShxBFD12Xj6SOCabQDZFBoPZDNWSxBAQlGxcjo9RwXaa7rZmprBfdNcMmTT9A/kBF7rR4EKE/ECW2WSTpQs/IbgcwY2Ct3uaGCMxt6iqe0/dc+8prh26MlacHw9od+7eu/9gcGh45OGjx6OlsSfLcdCOHFFzAjeIVm0rFq70RU1J5YrVMBKWZ7tixd78kL2vdEQUy8BfUt1QrHtW05cN6ViKILPUrNUVa0wkhu2xj+krNs1EPVFsNr0OGnHbMxM5raf1xJB+Q3VT5pgySzZc6rZhUaBSZoQtaV5B6e8aZqnMKzw3dtPRC6eMwqpB6RsMbCCAgzY8CPhQ5LuwENNagw6OkLB1JIRF5Mn8XSDFMHHblCUowyJ0k84mRWsF6lOc1YxztkNdXNoRMRnG+RE/4D3+gx/yX/z8n7WSvEampUu33eeK0Bz9/Gzx7L8sj26F1hXrVs0KDbzLtUrSHuZI9gunz+982uotvl8YT17yPX5C+nf5Mf9OP/A7p87+vFjYvkWPTVr+UEGD0v8ey01nebKiv628mX9dnqkWIxvEc7zABM1lCjOYQxU16vMTPZzjQutoO9oXbb+fqg0UnKe4ZtrXSwrRueQ=</latexit>

U tf(x) = etAf(x) =
1X

i=1

cie
�it��i(x)

• There are infinitely many Koopman eigenvalues. If the system has a 
fixed point or limit cycle, the stability exponents are included in them.



Linearization by Koopman eigenfunctions

• System with a linearly (exponentially) stable fixed point or limit cycle

• Linear stability or Floquet exponents are the 'principal’ Koopman eigenvalues

• Principal Koopman eigenfunctions

• Introduction of new coordinates using principal Koopman eigenfunctions

• In the new coordinates 𝑦', . . . , 𝑦(, the system dynamics is linearized:

• By retaining only slow variables, dimensionality of the system can be reduced.



• Change of variables using Koopman eigenfunctions

• Weakly driven system by a small perturbation

: sensitivity (response) functions

• Semi-linear system evolution in the new variables

• Eliminating the fast-decaying variables 𝑦#$%, ⋯ yields reduced equations:

Reduction of weakly perturbed systems



Winfree (1967), Kuramoto (1984), Hoppensteadt & Izhikevich (1997), Ermentrout (2000), …

Network of weakly coupled oscillators Coupled phase oscillators

振動要素の多体系 結合位相モデル
Reduction

Analysis

Weakly perturbed oscillator

Reduction

Simple 1-dim. phase equation

1-dim
semi-linear

ODE

High-dim
Nonlinear

ODE

Phase reduction analysis of limit-cycle oscillators

Figure by
Wataru

Kurebayashi



• We can introduce a phase 𝜃 along the limit-cycle (LC) orbit that 
increases with a constant frequency𝜔 with time.

Phase = (rescaled) time

Phase along a limit cycle

<latexit sha1_base64="z6wDqFZjTp1WDaA06qgzaaq5S/I=">AAACqXicSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQvIVMckpSlE1GqUaCrEZOYpVMfkJpZkJCUpBNXG+cULKBvoGYCBAibDEMpQZoCCgHyB3QwxDCkM+QzJDKUMuQypDHkMJUB2DkMiQzEQRjMYMhgwFADFYhmqgWJFQFYmWD6VoZaBC6i3FKgqFagiESiaDSTTgbxoqGgekA8ysxisOxloSw4QFwF1KjCoGlw1WGnw2eCEwWqDlwZ/cJpVDTYD5JZKIJ0E0ZtaEM/fJRH8naCuXCBdwpCB0IXXzSUMaQwWYLdmAt1eABYB+SIZor+savrnYKsg1Wo1g0UGr4HuX2hw0+Aw0Ad5ZV+SlwamBs3G454koFuQXAGMKEP0aMFkhBnpGZrpmQaaKDsEQKOMg0GaQYlBAxgv5gwODB4MAQyhQHuaGFYwbGTYxKTNFMgUwRQFUcrECNUjzIACmJIBl+GcLg==</latexit>

X(t) 2 RN

𝑇 = 2𝜋/𝜔 : period

<latexit sha1_base64="a/p9o+YH99nwv3WFVuoiFkgqsPA=">AAACqHichVG7SgNBFD2u73fURrAJhogPCDfiC0EQbCzjIw9RCbvrJC5udpfdSUCDha0/YGGlICI2Wlva+AMWfoJYRrCx8GazYFTUu+zMuWfuuXOGqzmm4Umipwalsam5pbWtvaOzq7unN9TXn/LsoquLpG6btpvRVE+YhiWS0pCmyDiuUAuaKdLa3lL1PF0SrmfY1rrcd8R2Qc1bRs7QVclUNjRU3tJy4cxhlkbl2EJdMrE+lg1FKEZ+hH+CeAAiCCJhh+6whR3Y0FFEAQIWJGMTKjz+NhEHwWFuG2XmXEaGfy5wiA7WFrlKcIXK7B6vec42A9bivNrT89U632Ly77IyjCg90hVV6IGu6Znef+1V9ntUvezzrtW0wsn2Hg+uvf2rKvAusfup+tOzRA5zvleDvTs+U32FXtOXDk4qa/Or0fIIndML+z+jJ7rnF1ilV/1iRaye/uFHYy91LnhQ8e9j+QlSk7H4TGx6ZSqymAhG1oYhDGOU5zKLRSwjgSTfc4RL3OBWGVcSSlrZqJUqDYFmAF9C0T4A+QubBA==</latexit>

X0(t) = X0(t+ T ) : LC orbit

𝜔 : frequency



• For an exponentially stable LC, we can introduce the 
"asymptotic phase" that increases with a constant 
frequency 𝜔 in the basin of the LC.

Isochrons
(Level sets of phase)

Phase function 
  (van der Pol oscillator)

Winfree (J. Theor. Biol. 1967) / Guckenheimer (J. Math. Biol. 1975) / Kuramoto (Springer 1984)

• The oscillator state on the LC can be represented as 

• An “asymptotic phase function”

can be defined in the basin of the LC, which maps
the 𝑁-dim. system state to a phase value. 

satisfying

Asymptotic phase

• The phase of the oscillator state obeys
<latexit sha1_base64="+A72TqNhHf5r/FXicoG8IH5UBTA=">AAACpXichVHLSsNAFD3Gd3206kZwEyz1sSlT8YUgFNy4EVrtC6yUJE41NE1CMi1oqR/gD7hwpehCRH/ApRt/wIWfIC4V3LjwJg34Qr3DzJw5c8+dM1zVNnRXMPbQJrV3dHZ19/SG+voHBsORoeGca9UcjWc1y7Ccgqq43NBNnhW6MHjBdrhSVQ2eVysr3n2+zh1Xt8yM2LP5VlXZMfWyrimCqFJktCh2uVDkZbmY8cBUo6iW5UJzuhSJsjjzQ/4JEgGIIoiUFblBEduwoKGGKjhMCMIGFLg0NpEAg03cFhrEOYR0/56jiRBpa5TFKUMhtkLrDp02A9aks1fT9dUavWLQdEgpI8bu2QV7Znfskj2yt19rNfwanpc92tWWltul8OHoxuu/qirtArsfqj89C5Sx6HvVybvtM94vtJa+vn/0vLG0HmtMsFP2RP5P2AO7pR+Y9RftPM3Xj//wo5KXTy6oUYnvbfkJcjPxxHx8Lj0bTaaClvVgDOOYor4sIIlVpJCldw5whitcS5PSmpSRcq1UqS3QjOBLSKV3ljeagA==</latexit>

✓ = ⇥(X)



• For an exponentially stable LC, we can also introduce
the "amplitudes" that exponentially decays with a 
constant rate (Floquet exponent 𝜇 with Re 𝜇 < 0).

Isostables
(Level sets of amplitude)

Amplitude function
 (van der Pol oscillator)

Mauroy et al. (2013, 2014), Wilson & Moehlis (2015), Shirasaka et al. (2017)

• An “amplitude function” (we focus on the slowest mode)

satisfying

can be defined in the basin of the LC, which maps 
the 𝑁-dim. system state to a complex amplitude.

• The amplitude vanishes on the LC :

(Asymptotic) amplitudes

<latexit sha1_base64="Uz6P9OxCaS2XYUM5uLNXxnQT7UE=">AAACoHichVG7SgNBFD1Z3++ojWATEpTYhIn4QhACNnYm0RgxCWF3ncTFfbE7CcSQH/AHLCxEQTD4CZY2/oCFnyCWEWwsvNks+MJ4h5k5c+aeO2e4iq1rrmDsKSD19Pb1DwwODY+Mjo1PBCen9lyr4qg8o1q65ewrsst1zeQZoQmd79sOlw1F51nleLN9n61yx9Usc1fUbF4w5LKplTRVFkQVg9P5Q0vUnUZULGzkjUrIIVAMRliMeRH6DeI+iMCPpBW8Qx6HsKCiAgMcJgRhHTJcGjnEwWATV0CdOIeQ5t1zNDBM2gplccqQiT2mtUynnM+adG7XdD21Sq/oNB1ShjDHHlmTtdgDu2XP7P3PWnWvRttLjXalo+V2ceJ0ZuftX5VBu8DRp6qrZ4ES1jyvGnm3Pab9C7Wjr56ctXbW03P1eXbFXsj/JXti9/QDs/qqXqd4+ryLH4W8fHFBjYr/bMtvsLcYi6/EllNLkUTSb9kgZhFGlPqyigS2kESG3qnhAjdoSmFpS9qWUp1UKeBrpvEtpIMPeTiYzA==</latexit>

ṙ(t) = µr(t)

• The amplitude of the oscillator obeys
<latexit sha1_base64="KPn1pRCi2c/xU9H96RtGw9cZHRI=">AAACl3ichVHLSsNAFD2N7/po1Y3iplgU3ZSJ+EIQBUG6bKt9gBVJ4rSGpklIpgUN/oAfoAsXPsCF+Aku3fgDLvoJ4lLBjQtv04Av1DvMzJkz99w5w1VtQ3cFY42Q1Nbe0dnV3RPu7esfiEQHh3KuVXM0ntUsw3IKquJyQzd5VujC4AXb4UpVNXheraw17/N17ri6ZW6KfZtvV5WyqZd0TRFEFZ3lzJRXVEuxwuH0TjTOEsyP2E8gByCOIFJW9BZF7MKChhqq4DAhCBtQ4NLYggwGm7hteMQ5hHT/nuMQYdLWKItThkJshdYynbYC1qRzs6brqzV6xaDpkDKGCfbArtkzu2c37JG9/VrL82s0vezTrra03N6JHI1svP6rqtIusPeh+tOzQAmLvledvNs+0/yF1tLXD06eN5YyE94ku2RP5P+CNdgd/cCsv2hXaZ45/cOPSl4+uaBGyd/b8hPkZhLyfGIuPRtfTQUt68YYxjFFfVnAKpJIIUvv2DjGGc6lUWlFWpeSrVQpFGiG8SWk9DvQv5WX</latexit>

r = R(X)



Mauroy & Mezić, Chaos (2012) / Mauroy, Moehlis & Mezić, Physica D (2013) / Mauroy & Mezic,  IEEE TACON( 2016)

𝜔

𝜇

Koopman eigenfunctions of a limit cycle

• System with an exponentially stable limit cycle

• Limit cycle with period 𝑇 and frequency 𝜔 = 2𝜋/𝑇
<latexit sha1_base64="U7QewQ21pNfFIHuNhKkmRPaZq7A=">AAAC4nichVFNSxtRFD2OVq2tGnUjuAkNFoMQbkSxCILQjcv4ERNQCTOTFx2cL2ZeUnXIwm12pYsu2k0LpRQ3+hu66R8omJ8gXVropoveeTPQWjHeYd6797x77jvvXsO3rVASdfu0/oFHg0PDj0eePB0dG89MTO6EXjMwRdn0bC+oGnoobMsVZWlJW1T9QOiOYYuKcfQyPq+0RBBanrstT3yx7+gHrtWwTF0yVMvMRHuGkz1u12hO5lf/Cea387VMjgqkLHvXKaZODqmVvMwV9lCHBxNNOBBwIdm3oSPkbxdFEHzG9hExFrBnqXOBNkaY2+QswRk6o0e8HnC0m6Iux3HNULFNvsXmP2BmFrP0nb7QDX2jc7qm3/fWilSNWMsJ70bCFX5tvDO99etBlsO7xOFfVk/NEg28UFot1u4rJH6FmfBbp29vtlY2Z6Pn9JF+sP4P1KWv/AK39dP8tCE23/XQY7CW2ypcxl+prjhKp8tziBiPmW3WQ0pJEid917l/bR5x8f+B3nV2FgrFpQJtLObWSumwhzGDZ5jjiS5jDesoocy3n+EzLnCp1bWO9lp7k6RqfSlnCrdMe/8HsASoXg==</latexit>

x0(t) = x0(t+ T )

• Eigenvalues and eigenfunctions of the Koopman generator 𝐴
<latexit sha1_base64="pvn6CziX8JTNRBjzsLzC9BrT11Y=">AAAC8nichVFLSxxBEP4ck/jIw028CF4WF4MhsNSGSCQgKF5yXB+rgivDzNhq67yY6V0fw/4Bb54EPRnxIPHuNcGLf0DQnxByNJBLDqnpGQgqMT1Md9VX9VV/XWWHrowV0XWb0f7o8ZOOzq7up8+ev+gpvHw1GweNyBE1J3CDaN62YuFKX9SUVK6YDyNhebYr5uz1iTQ+1xRRLAN/Rm2FYtGzVny5LB1LMWQW3o4X6+GqNNeGkrrtFTdbb0brLtOXLHPtbsQslKhMehXvG5XcKCFf1aBwhTqWEMBBAx4EfCi2XViI+VtABYSQsUUkjEVsSR0XaKGbuQ3OEpxhMbrO+wp7Cznqs5/WjDXb4Vtc/iNmFjFIl3RCN3RBX+g7/f5nrUTXSLVs8WlnXBGaPTt907/+y/L4VFj9y3pQs8IyRrRWydpDjaSvcDJ+c3vvZvrj1GDymj7TD9Z/SNd0zi/wmz+d40kxdfCAHpu13FbhM76hu+JpnT7PIWE8ZbZYD2klmZ/13eL+tXjElbsDvW/MvitXhss0+b40Vs2H3Yl+DGCIJ/oBY/iEKmp8+y7O8BXfDGXsG4fGUZZqtOWcXtxaxukf2kKvTA==</latexit>

A�j(x) = �j�j(x)

• Principal eigenvalues of Koopman generator = Floquet exponents

• Associated principal Koopman eigenfunctions satisfy

<latexit sha1_base64="ELcnnHDEx/B7Zm4uSPCdk/G8+lU=">AAACzXichVFNSxtRFD2Obf1sjXYjdBMMShchvPEbQQi4cVXzYUzAkTAzeYkP54uZNwFNdSv4B1y4akFB+hO67KaLbiP4E8SlhW666M1k2qYNtXeY98497577zuManiUCydjtgDL45OmzoeGR0bHx5y8mEpNTO4Eb+iYvma7l+hVDD7glHF6SQlq84vlctw2Ll42Djc55ucn9QLjOtjz0+J6tNxxRF6YuiaomsppFxTW9qq4LzbV5Q09ryZ/c/Lpmhz35QjqpmTVXBulf1JtqIsUyLIpkP1BjkEIcOTfxERpqcGEihA0OB5KwBR0BfbtQweARt4cWcT4hEZ1zHGOUtCFVcarQiT2gtUHZbsw6lHd6BpHapFss+n1SJjHL2uyaPbDP7AO7Y9//2asV9eh4OaTd6Gq5V504my5++6/Kpl1i/7fqUc8SdaxGXgV59yKm8wqzq28enT8U1wqzrTn2nt2T/3fsln2iFzjNr+ZlnhcuHvFjkJceFzQo9e+x9IOd+Yy6nFnKL6ayuXhkw3iFGbymuawgi03kUKJ7rvAFbdwoW0qovFVOuqXKQKx5iT9COf0BR/SqJQ==</latexit>

�1 = i!, �2 = µ, �3, · · · ,�N

𝜇 𝑖𝜔<latexit sha1_base64="s/iiGa2f6TpDS99t5U7OC9r7XAA=">AAACy3ichVG7ThtBFD0skDhAYgcaJJoVlqNU1jUiD6WwkGhoQMZgsMQia3c9NivvK7tjC9tQ0uQHUqQCQRHlEyhpUNpAwSeglERKkyLX65XysDB3NDNnztxz54yu4dtWKIluRpTRsfFHjxNPJiannj5Lpp5Pb4VeMzBFyfRsLygbeihsyxUlaUlblP1A6I5hi22jsdy7326JILQ8d1O2fbHr6HXXqlmmLpmqpPKk5lXNMbz9blEcaqpms7aqVxZUrS7eq5pZ9WQY48GstUoqTVmKQh0EuRikEUfBS51DQxUeTDThQMCFZGxDR8hjBzkQfOZ20WUuYGRF9wKHmGBtk7MEZ+jMNnit82knZl0+92qGkdrkV2yeAStVZOiaPtMdXdIXuqVf99bqRjV6Xtq8G32t8CvJD7MbPx9UObxL7P1RDfUsUcPbyKvF3v2I6f3C7OtbnY93G++Kme4LOqHv7P+YbuiCf+C2fphn66L4aYgfg7385YIblfu/LYNgayGbe519tb6YXirELUtgDvN4yX15gyWsoIASv3OKr/iGK2VVCZWOctBPVUZizQz+CeXoN1z1qeE=</latexit>0 > Re �2 � · · · � Re �N
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d

dt
�j(x) = A�j(x) = �j�j(x) (j = 1, ..., N)



• By definition, the asymptotic phase satisfies

• Koopman generator of the limit-cycle oscillator

Mauroy & Mezić, Chaos (2012) / Mauroy, Moehlis & Mezić, Physica D (2013) / Mauroy & Mezic,  IEEE TACON( 2016)

• Complex exponential Ψ(𝒙) = exp[𝑖Θ(𝒙)] of the asymptotic phase Θ(𝒙) is 
a Koopman eigenfunction with eigenvalue 𝜆' = 𝑖𝜔, i.e., Ψ(𝒙) = 𝜙'(𝒙):

• Similarly, the amplitude 𝑅(𝒙) is the Koopman eigenfunction with the 
eigenvalue 𝜆+ = 𝜇 , i.e., 𝑅(𝒙) = 𝜙+(𝒙):

• Koopman eigenfunction gives an operator-theoretic definition of the 
asymptotic phase and amplitude(s) originally defined geometrically.

Koopman eigenfunctions of a limit cycle
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A = F (x) ·r
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F (x) ·r⇥(x) = !
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A (x) = F (x) ·r (x) = i! (x) 𝜔 : natural frequency
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AR(x) = F (x) ·rR(x) = µR(x) 𝜇 < 0 : 2nd Floquet

𝜇 𝑖𝜔



• Phase and amplitude (or isochron and isostable) sensitivity functions

Mauroy et al. (2013)
Wilson & Moehlis (2016)

Shirasaka et al. (2017)

Nonlinear 
high-dim.

Semi-linear 
2 or 3 dim.phase q

amplitude r

Phase-amplitude reduction of limit cycles
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ẋ = F (x) + ✏p(t)
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⇥(x) = arg  1(x), R(x) =  2(x)
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✓̇ = ! + ✏Z(✓) · p(t), ṙ = µr + ✏I(✓) · p(t)
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Z(✓) = r⇥(x)|x=x0(✓), I(✓) = rR(x)|x=x0(✓)

• Weakly perturbed limit-cycle oscillator

• Phase and amplitude functions = the first two Koopman eigenfunctions
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✓ = ⇥(x), r = R(x)• Phase and amplitude of the oscillator state : 

• Approximate phase-amplitude equations (correct up to 𝑂(𝜖))



Example: optimal entrainment by a periodic input

limit-cycle
oscillator

entrainment
(phase locking)

Entrainment (phase locking) of rhythmic dynamics to a periodic input

Optimal input signal for entrainment?

Using phase-amplitude reduction, we can easily derive the optimal signal.



Optimal entrainment via phase-only reduction

A. Zlotnik, Y. Chen, I. Z. Kiss, H.-A. Tanaka, and J.-S. Li, "Optimal Waveform for Fast 
Entrainment of Weakly Forced Nonlinear Oscillators", PRL 111, 024102 (2013)

• Phase difference 𝜙(𝑡) = 𝜃(𝑡) − Ω𝑡 between the oscillator and the input obeys

• Oscillator driven by a weak periodic input 𝒒(Ω𝑡) of frequency Ω = 2𝜋/𝑇!

• Reduced phase equation for the oscillator phase 𝜃

• If 𝜙 has a stable phase-locking point 𝜙∗ , its linear stability is 

• Optimal periodic input 𝒒 for the linear stability of the entrainment?

where  [𝑔(𝑠)]# =
$
%!
∫&
%!𝑔(𝑡)𝑑𝑡 is the time average over one period 𝑇!.

• Optimal periodic signal for entrainment of oscillators based on phase reduction.



• Optimization problem for the linear stability of the phase-locked point:

where the constraints are (i) 𝜙∗ is a fixed point and (ii) the power of 𝒒 is 𝑃 > 0.

• Solution:

• Example:

max
𝒒

− Γ. 𝜙∗ s.t. Δ + Γ 𝜙∗ = 0, [|𝐪(𝑡)+|]& = 𝑃

𝐪(Ω𝑡) = −
1
2𝜈
𝐙!(𝜙∗ + Ω𝑡) +

𝜇
2𝜈
𝐙(𝜙∗ + Ω𝑡)

𝜇 = −
2𝜈Δ

[|𝐙(𝑡)|#]$
, 𝜈 =

1
2

[|𝐙(𝑡)|#]$
𝑃 − Δ#/[|𝐙(𝑡)|#]$

Optimal 𝒒 Sinusoidal 𝑞

Zlotnik et al., PRL (2013)Faster phase locking!

Optimal entrainment via phase-only reduction



• Phase reduction approximation can easily break down for strong inputs.

• We introduce feedback of the amplitude deviation to the input
𝒒(𝑡) → 𝒒′(𝑡) = 𝒒(𝑡) − 𝛼{𝐗(𝑡) − 𝐗& 𝜃 𝑡

• Phase equation remains the same at the lowest order in 𝐪

�̇�(𝑡) = 𝜔 + ⟨𝐙(𝜃), 𝒒′(𝑡)⟩ = 𝜔 + ⟨𝐙(𝜃), 𝒒(𝑡)⟩

• Amplitude decay rate changes from 𝜇 to 𝜇 − 𝛼 : faster relaxation to the LC
�̇�(𝑡) = 𝜇𝑟(𝑡) → �̇�(𝑡) = (𝜇 − 𝛼)𝑟(𝑡)

• Faster entrainment with stronger inputs can be realized.

Optimal entrainment via phase-amplitude reduction

S. Takata, Y. Kato and HN, "Fast optimal entrainment of limit-cycle oscillators by strong 
periodic inputs via phase-amplitude reduction and Floquet theory", Chaos 31, 093124 (2021) 

( 𝛼 > 0 : gain)



• Phase reduction theory for limit-cycle oscillators has historically been 
developed from a geometrical viewpoint.

• Recent developments in the Koopman operator theory enabled us a 
systematic, operator-theoretic formulation of phase reduction.

• Moreover, via Koopman operator theory, we can naturally introduce
the amplitudes and generalize the phase-reduction theory to phase-
amplitude reduction theory.

• These theories can further be developed for networked or spatially-
extended systems in a straightforward manner.

Summary



Jinjie Zhu (Nanjing University of Aeronautic and Astronautics)
Yuzuru Kato (Future University Hakodate)

Hiroya Nakao (Tokyo Tech)

Phase-reduction approach to noise-induced 
coherent oscillations

Topic 2



Background

Excitable system

No noise With noise

Fixed point

Noise-induced 
transition

Noise-induced 
transition

Noise-induced coherent oscillations

• Noise can induce coherent oscillations in fast-slow excitable systems.

• Such noise-induced oscillatory systems can also exhibit synchronization.

• The system has no limit-cycle solution – phase reduction is not applicable.

• Can we develop an approximate phase reduction method for such systems?

Noise-induced 
oscillations

Jinjie Zhu, Yuzuru Kato, and Hiroya Nakao,  "Phase dynamics of noise-induced coherent oscillations 
in excitable systems", Phys. Rev. Research 4, L022041 (2022)



Background

Phase reduction theory For deterministic limit-cycling system

Winfree 1980. Kuramoto 2003. Nakao 2016.

𝝅/𝟐

𝝅

𝟑𝝅/𝟐

𝟐𝝅, 𝟎

Isochro
n

Under weak perturbation

Phase Frequency Phase sensitivity function

Perturbation



• Finding the reference orbit as the limit cycle in deterministic oscillatory cases

• Establishing an approximate hybrid system for calculating phase sensitivity function

• Constructing the effective phase equation and giving some examples

Background

Phase reduction theory

For stochastic coherent systems?

Aim



Phase reduction of noise-induced coherent system

Noise induced coherent excitable 
FitzHugh-Nagumo system

Parameters

Gaussian White noise

Noise-
induced 
transition

Noise-
induced 
transition



Phase reduction of noise-induced coherent system

Distance matching condition

Zhu and Nakao 2021.

LHS
RHS



Phase reduction of noise-induced coherent system

Distance matching condition

LHS
RHS

Zhu and Nakao 2021; Zhu et al. 2022.



Phase reduction of noise-induced coherent system

First passage time 
distribution

Zhu et al. 2022.



Phase reduction of noise-induced coherent system

Zhu et al. 2022.

Hybrid system

Switching surfaces

Transition function

(solving the cubic equation by using trigonometric functions)

Phase reduction

Adjoint method for
Phase sensitivity function

Shirasaka et al. 2017. Ermentrout 1996.

with normalization condition:

Saltation matrix



Phase reduction of noise-induced coherent system

Zhu et al. 2022.

Phase reduction

Adjoint method for
Phase sensitivity function

Shirasaka et al. 2017. Ermentrout 1996.

with normalization condition:

Saltation matrix

y-component of 



Phase reduction of noise-induced coherent system

Zhu et al. 2022.

Effective phase equation

Effective noise intensityEffective frequency



Phase reduction of noise-induced coherent system

Zhu et al. 2022.

Effective phase equation

1

2

1

2



Example: Periodic forcing

Zhu et al. 2022.

Phase reduction

Averaging



Example: Two-coupled oscillators

Zhu et al. 2022.

Averaging

Phase reduction



Conclusions

• Established the effective phase equation for coherent excitable systems

• Applied to a periodically forced and mutually coupled oscillators

• More complex stochastic oscillations may also be analyzed

• Extension to networks?

Zhu and Nakao 10.3389/fncom.2022.970643

FIGURE 1

Phase portrait and time series of the Hedgehog burster (Equation 1). (A) Phase portrait. The blue curves and the red line represent the x and y
nullclines, respectively. The black curve with arrows illustrates the stable limit cycle, where the dots indicate the states on the limit cycle with

equal time intervals. (B,C) Time series of the membrane potential x(t) and the recovery variable y(t).

FIGURE 2

(A) Potential function U(x; y), where y is regarded as a fixed parameter. The red curve is the x nullcline, which follows the local extrema of the

potential for each fixed y. (B) Potential di"erences between the middle and left branches, dUml = Um − Ul and between the middle and right

branches, dUmr = Um − Ur , where Ul , Um, and Ur denote the potential values on the left, middle, and right branches for given y, respectively.

where f (x, y) and g(x, y) are the same as in Equation (1),

ξ (t) is the Gaussian white noise satisfying 〈ξ (t)〉 = 0, and

〈ξ (t)ξ (t′)〉 = σδ(t − t′), where σ represents the noise strength.

Figures 5, 6 illustrate typical noise-tuned bursting dynamics

of the system (Equation 2) obtained by the Monte Carlo

simulations with several noise strengths. Depending on the noise

strength, the system exhibits different stochastic periodic orbits.

To theoretically predict the stochastic periodic orbit of the SISR

phenomenon, we follow the similar procedure as in Zhu and

Nakao (2021).

3. Results

3.1. Noise-tuned bursting in hedgehog
burster

In what follows, we will apply the distance matching

condition (Zhu and Nakao, 2021) to predict the transition

positions on the stable branches of the x nullcline. The distance

matching condition compares the noise-induced displacement

of the state away from the stable branch and the distance

Frontiers inComputationalNeuroscience 03 frontiersin.org

Jinjie Zhu and Hiroya Nakao, "Noise-tuned bursting in a 
Hedgehog burster", Front. Comput. Neurosci. 16:970643 (2022).
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Design of nonlinear oscillators based on 
phase reduction
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Design of limit-cycle oscillators

For engineering applications of limit-cycle oscillations, methods
to design dynamical systems with given periodic orbits have
been proposed1, 2 3.

For synchronization, not only the periodic orbit but the phase
response property of the oscillator is also important.

We propose a method to design a stable oscillator with a given
phase response property in addition to a given periodic orbit.

U - [  U~ U.) ] (3) 

S - [  S* $2] (4) 

S 2 - d i a g {  S~+l s~+2 . ' .  s~ } (6) 

[ v5 vF ] (7) 
if s~ >> S~+l is satisfied, Y is reduced to the r dimensional 
motion T~q T as follows. 

Y -  FV~ (8) 

-~ -- U1 S1 (9) 

Here, U1 E R n×~, V1 r E 1:l ~×~. F is the mapping func- 
tion for the symbol and whole body motion. This result 
shows that  

1. The whole body motion Y that  represents a curved 
line in n dimensional space, is symbolized by a 
curved line V1T in the r dimensional space. If yi[k] 
(i = 1, . . .  n, k = 1, . . .  m ) i s  the periodic se- 
quence, Y and V1T mean the closed curved lines M 
and C respectively. 

2. By checking the singular value si (i = 1, 2, . . . ,  n), 
the appropriate  r is selected. 

3. The first column vector of V1 is the principal coin- 
ponent of the motion Y, the second column vector 
is the second principal component.  

4. The inverse function of F is s ~ l u  T 

3 D e s i g n  of  t h e  d y n a m i c s  b a s e d  i n f o r m a t i o n  
p r o c e s s i n g  system 

3.1 D y n a m i c s  a n d  b r a i n - l i k e  i n f o r m a t i o n  process- 
ing system 
The human does not remember  the time sequence data 
of the joint angle respect to the whole body motion. The 
motions are symbolized and selected appropriately based 
on the internal state of our brain and input sensor signal. 
We explain this process and phenomenon corresponding 
to the dynamics. Consider the following discrete time 
dynamic equation. 

x[k + 1] - x[k] + g(u[k], x[k]) (10) 

x E R N is the state vector and u E /:~L is the input 
signal, x[k] moves in the N dimensional space. If this 
dynamics has a t t ractor  to one closed curved line C, x[k] is 
entrained to C with an initial condition x0 with u[k] = O. 
Suppose that  the C corresponds to the reduced joint angle 
V1T in equation (8). C means the symbol of the humanoid 
motion M. The time sequence data  of x[k] yields that  of 

humanoid joint angles by mapping function F in equation 
(9), which means the dynamics memorizes and generates 
the humanoid whole body motion. 

Suppose the dynamics in equation (10) has some attrac- 
tors and transits to each at t ractors  by the input signal 
u[k], which means the motion transit ion of the humanoid 
robot  based on the input sensor signal. 

In this section, we design the dynamical system that  has 
some at t ractors  C and transits to each at t ractors  to han- 
dle the humanoid motions M. 

3.2 D e s i g n  o f  t h e  n o n l i n e a r  d y n a m i c s  
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F i g u r e  1" Time sequence data  and closed curved line 

Consider the reduced whole body motion in N degree- 
of-freedom. The time sequence data of each degree-of- 
freedom is set as ~i[k] (i - 1, . . .  N, k - 1, . . .  m). 
Assuming the t ime sequence data  is periodic, ([k] 

~ [ k ] - [ ~ l [ k ]  ~2[k] " "  ~x[k] ] T (11) 

consists the closed curved line E in the N dimensional 
space. 

Z =  [~[1] ~[2] . . .  ~[m] £[1] I (12) 

Figure 1 shows the simple case of N - 2. Two time se- 
quences ~cl [k], ~c2 [k] construct  the closed curved line in the 
2 dimensional space. In this paper,  we design a nonlinear 
dynamics 7) that  has a t t rac ter  to this closed curved line 
with the following formulation. 

7) • x[k + 1 ] -  x[k] + f (x[k] )  (13) 

The design algorism is as follows. 
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with the following formulation. 
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The design algorism is as follows. 
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Balancing by the upper body, the robot makes step. The
leg mechanism is composed by two parallelogram closed
kinematic chain whose coupling is caused by A part in Fig.4.
The purposes of this mechanism are as follows.

1) For the stepping at the same place, the sole of foot
moves vertically keeping parallel with the ground.

2) Because the impact force works at the landing, the
backlash of the leg mechanism has to be small. This
is because the leg is designed by the closed kinematic
chain without gears.

Motor A

parallelogram link

parallelogram link

Fig. 4. Leg mechanism with 3D closed loop chain

One more robot is designed with different size. Two robots
have homothetic size and shape with 350[mm] and 450[mm]
height.

2) Dynamical modeling and sensors: The dynamic equa-
tion of the tapping dance robot is found by separating two
situations, one is the right leg grounding, another is the left
leg grounding as shown in Fig.5. For simplicity, the length

φ

lr

θ

φ

ll
θ

τ τ

Fig. 5. Dynamical model of the tapping dance robot

of the legs are set to be the function of θ (rotation angle of
the body). The state variable x[k] is

x[k] =
[

θ [k] θ̇ [k] φ [k] φ̇ [k]
]T (15)

and the input is torque τ . θ is obtained by integrating the
gyro sensor signal ωg as

θ [k + 1] = θ [k]+ ωgT (16)

where T is the sampling time. However, the gyro sensor has
temperature drift and equation (16) is Euler approximation
of integral, it has large drift term. For drift reduction, the
accelerometers are utilized. Measuring the gravity by the
accelerometer, the rotation angle of the body is obtained as

θacc which contains the acceleration of the motion. By using
θacc, equation (16) is modified by

θ [k + 1] = θ [k]+ ωgT + K(θacc[k]−θ [k]) (17)

where K is constant. θ̇ is obtained by

θ̇ [k] = ωg +
K(θacc[k]−θ [k])

T
(18)

3) Design of “Seed of motion emergence”: For design of
a controller that yields an entrainment phenomenon, “ Seed
of motion emergence ” is necessary. We obtain Ξ as follows.
The robot is controlled by the following input.

τ = Kφ
(
φre f (t)−φ

)
(19)

φre f (t) = asin(ωt) (20)

where a, ω and Kφ are constants. From the appropriate initial
value of x[0], the robot makes tapping dance as shown in
Fig.6. However the success of the tapping dance strictly
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Fig. 6. Experimental data with sine pattern input

depends on the initial value and the robustness of the stability
is very small. Furthermore the realized motion does not draw
a cyclic pattern and does not satisfy the assumption ?? in
section II-A. We obtain Ξ by the following filtering.

Step1 We obtain the Fourier series expansion of x[k] as
follows.

x[k] =
N/2

∑
i=1

ai sinωik + bi cosωik, ωi =
2π i
N

(21)

Step2 We consider only the frequency of integral multi-
ples of ω in equation (20), and re-calculate x̂[k],
which is Inverse Fourier series expansion.

x̂[k] = ∑
j:integer

a j sin jωk + b j cos jωk (22)
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Step3 Ξ is obtained using x̂[k]. The same filtering is
applied to τ[k] which is necessary to obtain Ci.

By this filtering, x[k] in Fig.6 is transformed to ξk = x̂[k]
in Fig.7. x̂[k] draws the smooth closed curved line in the
phase plane. However, the magnitude of θ̇ is much larger
than θ . This is fatal for designing the controller in (5)
with polynomial, because n(! 1)-th order term has large
influence. The normalization of the state values is necessary.
The principal component analysis gives the normalizing
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Fig. 7. FFT filtered data

coordinates transformation T . Consider the singular value
decomposition of Ξ.

Ξ = USVT , U ∈ Rn×n, S ∈ Rn×n, V ∈ RN×n (23)

Because the following equations are satisfied,

UTU = I, V TV = I (24)

the following coordinate transformation matrix T

T =
1
N

S−1UT (25)

normalizes ξk by

ξ̃k = T ξk (26)

4) Tapping dance emergence: By using Ξ obtained in
section II-B.3, we design the controller that causes an orbit
attractor, and realize the tapping dance motion emergence.
Fig.8 shows the experimental data of the tapping dance and
the sequential photograph is shown in Fig.9. “∗” means the
initial value x[0] = 0. The orbit attractor is designed and the
tapping dance is emerged.
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Fig. 8. Experimental data of tapping dance via attractor design

III. ROBOT MOTION SYNCHRONIZATION AND
COMMUNICATION

A. Control algorithm for motion synchronization
The experimental results in the previous section show that

the tapping dance motion is emerged through the interaction
between the controller, robot body and environments. By
using the other robot’s motion information, a number of
robots synchronize thought the entrainment phenomenon.
The realized motion is feasible for both robots, which means
the robot–robot communication principal is realized as the
entrainment phenomenon.

Consider two robots entrained to orbit attractors,

x1[k + 1] = A1
i x1[k]+ B1

i u1[k]+C1
i (27)

u1[k] = Θ1φ(x1[k]) (28)
x2[k + 1] = A2

jx
2[k]+ B2

ju
2[k]+C2

j (29)

u2[k] = Θ2φ(x2[k]) (30)

where the suffix means the number of the robot and the
subscript means the nearest ξi to x[k]. Consider the control
input δu![k] that makes x![k] (i=1,2) come near each other

u![k] = Θ!φ(x![k])+ δu![k] (31)

By this input, the dynamics in (27) is changed as

x1[k + 1]+ δ = A1
i x1[k]+ B1

i (Θφ(x[k])+ δu1[k])+Ci (32)

From equation (32), the following equation is satisfied,

δ = B1
i δu1[k] (33)

and the control algorithm that makes the state variable in
(27) go near to that of (29) is obtained by

δu1[k] = B1
i

#δ = B1
i

#Λ
(
x2[k]− x1[k]

)
(34)
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Step3 Ξ is obtained using x̂[k]. The same filtering is
applied to τ[k] which is necessary to obtain Ci.

By this filtering, x[k] in Fig.6 is transformed to ξk = x̂[k]
in Fig.7. x̂[k] draws the smooth closed curved line in the
phase plane. However, the magnitude of θ̇ is much larger
than θ . This is fatal for designing the controller in (5)
with polynomial, because n(! 1)-th order term has large
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coordinates transformation T . Consider the singular value
decomposition of Ξ.

Ξ = USVT , U ∈ Rn×n, S ∈ Rn×n, V ∈ RN×n (23)

Because the following equations are satisfied,

UTU = I, V TV = I (24)

the following coordinate transformation matrix T

T =
1
N

S−1UT (25)

normalizes ξk by

ξ̃k = T ξk (26)

4) Tapping dance emergence: By using Ξ obtained in
section II-B.3, we design the controller that causes an orbit
attractor, and realize the tapping dance motion emergence.
Fig.8 shows the experimental data of the tapping dance and
the sequential photograph is shown in Fig.9. “∗” means the
initial value x[0] = 0. The orbit attractor is designed and the
tapping dance is emerged.
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and the control algorithm that makes the state variable in
(27) go near to that of (29) is obtained by
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Balancing by the upper body, the robot makes step. The
leg mechanism is composed by two parallelogram closed
kinematic chain whose coupling is caused by A part in Fig.4.
The purposes of this mechanism are as follows.

1) For the stepping at the same place, the sole of foot
moves vertically keeping parallel with the ground.

2) Because the impact force works at the landing, the
backlash of the leg mechanism has to be small. This
is because the leg is designed by the closed kinematic
chain without gears.

Motor A

parallelogram link

parallelogram link

Fig. 4. Leg mechanism with 3D closed loop chain

One more robot is designed with different size. Two robots
have homothetic size and shape with 350[mm] and 450[mm]
height.

2) Dynamical modeling and sensors: The dynamic equa-
tion of the tapping dance robot is found by separating two
situations, one is the right leg grounding, another is the left
leg grounding as shown in Fig.5. For simplicity, the length
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τ τ

Fig. 5. Dynamical model of the tapping dance robot

of the legs are set to be the function of θ (rotation angle of
the body). The state variable x[k] is

x[k] =
[

θ [k] θ̇ [k] φ [k] φ̇ [k]
]T (15)

and the input is torque τ . θ is obtained by integrating the
gyro sensor signal ωg as

θ [k + 1] = θ [k]+ ωgT (16)

where T is the sampling time. However, the gyro sensor has
temperature drift and equation (16) is Euler approximation
of integral, it has large drift term. For drift reduction, the
accelerometers are utilized. Measuring the gravity by the
accelerometer, the rotation angle of the body is obtained as

θacc which contains the acceleration of the motion. By using
θacc, equation (16) is modified by

θ [k + 1] = θ [k]+ ωgT + K(θacc[k]−θ [k]) (17)

where K is constant. θ̇ is obtained by

θ̇ [k] = ωg +
K(θacc[k]−θ [k])

T
(18)

3) Design of “Seed of motion emergence”: For design of
a controller that yields an entrainment phenomenon, “ Seed
of motion emergence ” is necessary. We obtain Ξ as follows.
The robot is controlled by the following input.

τ = Kφ
(
φre f (t)−φ

)
(19)

φre f (t) = asin(ωt) (20)

where a, ω and Kφ are constants. From the appropriate initial
value of x[0], the robot makes tapping dance as shown in
Fig.6. However the success of the tapping dance strictly
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Fig. 6. Experimental data with sine pattern input

depends on the initial value and the robustness of the stability
is very small. Furthermore the realized motion does not draw
a cyclic pattern and does not satisfy the assumption ?? in
section II-A. We obtain Ξ by the following filtering.

Step1 We obtain the Fourier series expansion of x[k] as
follows.

x[k] =
N/2

∑
i=1

ai sinωik + bi cosωik, ωi =
2π i
N

(21)

Step2 We consider only the frequency of integral multi-
ples of ω in equation (20), and re-calculate x̂[k],
which is Inverse Fourier series expansion.

x̂[k] = ∑
j:integer

a j sin jωk + b j cos jωk (22)
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Tapping dance robot controlled by a limit-cycle oscillator (Okada et al.)

1M. Okada, et al., Polynomial design of the nonlinear dynamics for the brain-like information processing of whole body motion, In
Proc. IEEE ICRA, 2002.
2V. Pasandi, et al., A data driven vector field oscillator with arbitrary limit cycle shape, IEEE CDC, pp. 8007-8012, 2019.
3M. Okada, et al., Robot Communication Principal by Motion Synchronization using Orbit Attractor, In Proc. IEEE ICRA, 2007.



Research objective

Dynamical system describing a
limit-cycle oscillator.

dX

dt
= F (X), X œ Rd.

The vector field F is assumed to
possess a stable limit-cycle solution
X0(t) of period T , satisfying
X0(t) = X0(t + T ).
We design the vector field F so that
the system has a stable limit cycle
with a prescribed periodic orbit and
phase response property.



Asymptotic phase and phase function

For an exponentially stable limit cycle (LC), the
phase can be extended to the basin of the LC.

We can introduce an asymptotic phase function

�(X) : Rd æ [0, 2fi]

such that

�̇(X) = Ò�(X) · Ẋ = F(X) · Ò�(X) = Ê

in the basin of the LC, which maps the
d-dimensional system state X to a phase value4.

The phase ◊ = �(X) of the oscillator obeys ◊̇ = Ê.

The oscillator state on the LC is represented as
X0(◊) as a function of ◊.

• For an exponentially stable limit cycle (LC), we can 
introduce "asymptotic phase" that increases with a 
constant frequency  in the whole basin of LC.ω

Isochrons 
(Level sets of the phase)

Phase function  
  (FitzHugh-Nagumo)

Winfree (J. Theor. Biol. 1967) / Guckenheimer (J. Math. Biol. 1975) / Kuramoto (Springer 1984)

Classical	notion:	the	"asymptotic	phase"

• The phase  of the oscillator obeysθ = Θ(X)

• Asymptotic phase has played a fundamental role in 
analyzing various  types of synchronization dynamics.

• We can define an “asymptotic phase function" 

in the whole basin of the LC, which maps the 
-dimensional system state  to a scalar phase value. 

N
X

such that

,     : stable LC·X = F(X) X0(t)

·Θ(X) = ∇Θ(X) ⋅ ·X = F(X) ⋅ ∇Θ(X) = ω

·θ(t) = ω

Θ(X) : RN → [0,2π]

4 A. T. Winfree (J. Theor. Biol. 1967) / J. Guckenheimer (J. Math. Biol. 1975) / Y. Kuramoto (Springer 1984).



Phase reduction and phase sensitivity function
A limit-cycle oscillator subjected to a weak input q(X, t).

dX

dt
= F (X) + Áq(X, t), 0 Æ Á π 1.

The phase ◊ = �(X) of the oscillator approximately obeys

d◊

dt
= Ê + ÁZ(◊) · q(X0(◊), t),

where the phase sensitivity function (PSF) is defined as

Z(◊) = Ò�(X)|X=X0(◊).

The PSF Z(◊) obeys the following adjoint equation and
normalization condition:

Ê
d

d◊
Z(◊) = ≠J(X0(◊))€Z(◊), Z(◊) · F (X0(◊)) = Ê,

where J(X0(◊)) is the Jacobian matrix of F (X) at X0(◊).
5 Y. Kuramoto (Springer 1984) / G. B. Ermentrout and N. Kopell (J. Math. Biol. 1991) / E. Brown, J. Moehlis, & P. Holmes (Neural

Comput. 2004)



Design of a 2D oscillator with given properties

Our aim: design of a 2D oscillator with a given periodic orbit
and PSF.

We approximate the vector field F (X) of the oscillator by
polynomials.

F (X) =
5
F1(X)
F2(X)

6
ƒ

5
U€(X)’1
U€(X)’2

6
.

Here, X = [x1 x2]€, ’1, ’2 are the expansion coefficients, and

U(X) =
Ë
1 x1 x2 x2

1 x1x2 x2
2 · · · xn

2

È€
,

where n is the order of polynomials and the overline represents
standardization.

We estimate the coefficients ’1, ’2 so that F (X) has a linearly
stable limit cycle with a given periodic orbit X0(t) and PSF Z(◊).



Condition for the periodic orbit

The vector field F ¥ [U€(X0(t))’1 U€(X0(t))’2]€ of the
designed oscillator should satisfy

F (X0(t)) = d

dt
X0(t)

To realize this condition as much as possible, we seek ’1 and ’2
that minimize the error of the following equations for
X0(t) = [p1(t) p2(t)]€:

U€(X0(t))’1 ƒ d

dt
p1(t), U€(X0(t))’2 ƒ d

dt
p2(t).

Introducing › =
#
’€

1 ’€
2

$€ and discretizing the time as {tk}L
k=1,

the above equations can be expressed as
5
U€(X0(tk)) 0

0 U€(X0(tk))

6
› ƒ

5
ṗ1(tk)
ṗ2(tk)

6
.



Condition for the PSF

The PSF Z(◊) = Z(Êt) := Z̃(t) =
#
Z̃1(t) Z̃2(t)

$€ of the designed
oscillator should satisfy the following adjoint equation.

Z̃(t) = ≠J€(t)Z̃(t) = ≠ [ÒF (X0(t))]€ Z̃(t).

We seek ’1 and ’2 that minimize the error of the following
approximation:

Z̃1(t)U€
1 (X0(t))’1 + Z̃2(t)U€

1 (X0(t))’2 ƒ ≠ d

dt
Z̃1(t),

Z̃1(t)U€
2 (X0(t))’1 + Z̃2(t)U€

2 (X0(t))’2 ƒ ≠ d

dt
Z̃2(t),

where U1,2(X) = (ÒU(X))1,2.

Introducing › =
#
’€

1 ’€
2

$€ and {tk}L
k=1, we can express them as

5
Z̃1(tk)U€

1 (X0(tk)) Z̃2(tk)U€
1 (X0(tk))

Z̃1(tk)U€
2 (X0(tk)) Z̃2(tk)U€

2 (X0(tk))

6
› ƒ

C
≠ ˙̃Z1(tk)
≠ ˙̃Z2(tk)

D
.



Objective function

The conditions for the periodic orbit and PSF are summarized as

A› ¥ b

where › =
#
’€

1 ’€
2

$€ is the coefficient vector and A and b are

A =

S

WWWWWWWWWWWWU

...
...

U€(X0(tk)) 0
0 U€(X0(tk))
...

...
Z̃1(tk)U€

1 (X0(tk)) Z̃2(tk)U€
1 (X0(tk))

Z̃1(tk)U€
2 (X0(tk)) Z̃2(tk)U€

2 (X0(tk))
...

...

T

XXXXXXXXXXXXV

, b =

S

WWWWWWWWWWWWWU

...
ṗ1(tk)
ṗ2(tk)
...

≠ ˙̃Z1(tk)
≠ ˙̃Z2(tk)

...

T

XXXXXXXXXXXXXV

.

We seek › =
#
’€

1 ’€
2

$€ that minimizes the error ÎA› ≠ bÎ2.



Stability condition

From Floquet theory6 , the Floquet exponents ⁄1 and ⁄2
characterizing the linear stability of the limit cycle satisfy

⁄1 + ⁄2 = 1
T

⁄ T

0
tr(J(X0(t)))dt.

For limit cycles, the first exponent ⁄1 = 0, so we get

⁄ = ⁄2 ƒ 1
L

Lÿ

k=1

!
U€

1 (X0(tk))’1 + U€
2 (X0(tk))’2

"
:= C›.

We require that the periodic orbit is sufficiently linearly stable
by imposing

⁄ = C› Æ ⁄tol

for some tolerance value ⁄tol < 0.
6J. Guckenheimer and P. Holmes, Nonlinear oscillations, dynamical systems, and bifurcations of vector fields (Springer, 1983).



Optimization problem for the coefficients

The coefficient vector › =
#
’€

1 ’€
2

$€ is obtained by solving the
following optimization problem.

Optimization
The vector field of a 2D oscillator is obtained by the following
quadratic programming with a linear constraint.

›ú = argmin
›

1
2ÎA› ≠ bÎ2 + “Î›Î2

s.t. C› Æ ⁄tol.

We added a regularization term with a weight “ to prevent the
coefficient values from becoming unnecessarily large.

This problem is convex and can easily be solved.



Ex1: Reconstruction of the FHN oscillator

Example 1: We (re)construct a 2D oscillator possessing the
periodic orbit and PSF of the FitzHugh-Nagumo (FHN)
oscillator.

d

dt

5
x1
x2

6
=

5
x1(x1 ≠ a)(1 ≠ x1) ≠ x2

c(x1 ≠ bx2)

6
, a = ≠0.1, b = 0.5, c = 0.01.

This FHN oscillator has the following properties:
Period: T = 126.5.

Natural frequency: Ê = 0.0497.

Second Floquet exponent: ⁄ = ≠0.4586.

We try to design a more stable oscillator with the same periodic
orbit but with a smaller second Floquet exponent: ⁄tol = ≠0.5.
We set the polynomial degree as n = 10 and the regularization
parameter as “ = 1.0 ◊ 10≠3.
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Fig. 5. Periodic trajectories and PSFs of the designed oscillator and the
original FHN oscillator. (a) Periodic trajectories. (b,c) Velocities on the
periodic trajectories. (b) x1 component, (c) x2 component. (d,e) PSFs.
(d) x1 component, (e) x2 component. In each graph, the red line shows
the designed functional form and the black dotted line shows the original
one, respectively.

and designed oscillators are also almost identical as shown in
Figs. 7 (d) and (e).

This result shows that, even if the vector field of the original
oscillator is non-polynomial, we can design an oscillator with
nearly the same periodic trajectory and PSF. This is because
we only need to reconstruct the local properties around the
limit cycle, not the global properties. The vector field of the
designed oscillator is compared to that of the original CIMA
oscillator in Fig. 8. They are considerably different in the
regions far away from the limit cycle, though it does not
largely affect the local properties around the limit cycles.

B. Design of an oscillator with an artificial periodic
trajectory and PSF

1) Design of an oscillator with a star shape: Next, we design
a limit-cycle oscillator with an artificial periodic trajectory and
PSF. We assume that the oscillator has the following periodic
trajectory (42) and PSF (43):

p(t) =




√
2 cos(t) + 1

4 sin(4t)√
2 sin(t) + 1

4 cos(4t)



 , (42)

Z̃(t) =



−
√
2 sin(t)− cos(4t)

√
2 cos(t) + sin(4t)



 , (43)
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Fig. 6. Vector fields of the designed oscillator and the original FHN
oscillator. (a) designed, (b) original. The color bar is on a logarithmic
scale.

where the given PSF satisfies the normalization condition ṗ(t)·
Z̃(t) = ω = 1. The periodic trajectory has a star shape with a
5-fold symmetry, which is rarely seen in real-world oscillators.
The oscillation period is T = 2π.

We designed the vector field that possesses the given
artificial periodic trajectory and PSF by using the number of
data points L = 1000, the weight parameter γ = 10−3, and
the maximum tolerance value of the second Floquet exponent
λtol = −1. The maximum degree of the polynomials is
determined as n = 10. We obtained an oscillator with a period
T = 2π, natural frequency ω = 1, which are almost identical
to the assumed values, and the second Floquet exponent λ2 =
−1.0004, which is almost equal to λtol.

The limit cycle of the designed oscillator and the given
periodic trajectory are compared in Figs. 9 (a), (b), and (c).
Both the periodic trajectory and the velocities on the periodic
trajectory are almost identical to the assumed ones. The PSF
of the designed oscillator is shown in Figs. 9 (d) and (e), which
is also almost identical to the assumed one. The vector field
of the designed oscillator is shown in Fig. 10.

2) Global entrainment: Here, we demonstrate almost global
entrainment of the star-shaped oscillator designed above under
the assumption that the approximate phase-reduced equa-
tion (10) is valid. We apply an external periodic input with
a frequency ω, which is equal to the natural frequency.
Assuming that the external periodic input has the form of

8 GENERIC COLORIZED JOURNAL, VOL. XX, NO. XX, XXXX 2017
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one, respectively.

and designed oscillators are also almost identical as shown in
Figs. 7 (d) and (e).

This result shows that, even if the vector field of the original
oscillator is non-polynomial, we can design an oscillator with
nearly the same periodic trajectory and PSF. This is because
we only need to reconstruct the local properties around the
limit cycle, not the global properties. The vector field of the
designed oscillator is compared to that of the original CIMA
oscillator in Fig. 8. They are considerably different in the
regions far away from the limit cycle, though it does not
largely affect the local properties around the limit cycles.

B. Design of an oscillator with an artificial periodic
trajectory and PSF

1) Design of an oscillator with a star shape: Next, we design
a limit-cycle oscillator with an artificial periodic trajectory and
PSF. We assume that the oscillator has the following periodic
trajectory (42) and PSF (43):

p(t) =




√
2 cos(t) + 1

4 sin(4t)√
2 sin(t) + 1

4 cos(4t)



 , (42)

Z̃(t) =



−
√
2 sin(t)− cos(4t)

√
2 cos(t) + sin(4t)



 , (43)
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where the given PSF satisfies the normalization condition ṗ(t)·
Z̃(t) = ω = 1. The periodic trajectory has a star shape with a
5-fold symmetry, which is rarely seen in real-world oscillators.
The oscillation period is T = 2π.

We designed the vector field that possesses the given
artificial periodic trajectory and PSF by using the number of
data points L = 1000, the weight parameter γ = 10−3, and
the maximum tolerance value of the second Floquet exponent
λtol = −1. The maximum degree of the polynomials is
determined as n = 10. We obtained an oscillator with a period
T = 2π, natural frequency ω = 1, which are almost identical
to the assumed values, and the second Floquet exponent λ2 =
−1.0004, which is almost equal to λtol.

The limit cycle of the designed oscillator and the given
periodic trajectory are compared in Figs. 9 (a), (b), and (c).
Both the periodic trajectory and the velocities on the periodic
trajectory are almost identical to the assumed ones. The PSF
of the designed oscillator is shown in Figs. 9 (d) and (e), which
is also almost identical to the assumed one. The vector field
of the designed oscillator is shown in Fig. 10.

2) Global entrainment: Here, we demonstrate almost global
entrainment of the star-shaped oscillator designed above under
the assumption that the approximate phase-reduced equa-
tion (10) is valid. We apply an external periodic input with
a frequency ω, which is equal to the natural frequency.
Assuming that the external periodic input has the form of

(a) Phase plane and vector field, (b,c) periodic orbit, (d,e) PSF.

We could design a vector field with the same periodic orbit and
PSF as the FHN with enhanced stability than the original.



Ex2: Design of a star-shaped oscillator

Example 2: We design an artificial oscillator with a star-shaped
periodic orbit and PSF with the 1st and 4th harmonics:

X0(t) =
5Ô

2 cos(t) + 1
4 sin(4t)Ô

2 sin(t) + 1
4 cos(4t)

6
,

Z̃(t) =
5
≠

Ô
2 sin(t) ≠ cos(4t)Ô

2 cos(t) + sin(4t)

6
.

This oscillator has a period T = 2fi and natural frequency Ê = 1.
We set the stability tolerance value as ⁄tol = ≠1, the polynomial
degree as n = 10, and the weight parameter as “ = 1.0 ◊ 10≠3.



Results: star-shaped oscillator
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Fig. 9. Periodic trajectory and PSFs of the designed oscillator and
the prescribed functional forms. (a) Periodic trajectories. (b,c) Velocities
on the periodic trajectories. (b) x1 component, (c) x2 component.
(d,e) PSFs. (d) x1 component, (e) x2 component. In each graph, the
red line shows the designed functional form and the black dotted line
shows the original one, respectively.

of data points as L = 1000, the degree of the polynomial as
n = 7, the weight parameter γ = 10−2, and the maximum
tolerance value of the second Floquet exponent as λtol = −1.
We obtained an oscillator with a period T = 2π, natural
frequency ω = 1, which are almost identical to the assumed
values, and the second Floquet exponent λ2 = −0.9998, which
is almost equal to the maximum tolerance value λtol.

The limit cycle of the designed oscillator is compared with
the given periodic trajectory in Figs. 13 (a), (b), and (c). Both
the periodic trajectory and velocity are almost identical to the
assumed ones. The PSF of the designed oscillator is shown
in Figs. 13 (d) and (e), which is also almost identical to the
prescribed one. The vector field of the designed oscillator is
shown in Fig. 14.

Compared to the SL oscillator, Eq. (36), the designed
oscillator with Eqs. (46) and (47) has the same periodic
trajectory (i.e., unit circle) and velocity on it

!!
on

!!
it, but has

different PSFs. This result indicates that we can design two
oscillators with the same periodic trajectory but with different
PSFs. Similarly, we may also design two oscillators with the
same PSF but different periodic trajectories. The only explicit
restriction for the relationship between periodic trajectories
and PSFs is the normalization condition (7).
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54.59

2874

Fig. 10. Vector field and limit cycle of the designed oscillator with an
artificial star-shaped periodic trajectory. The color bar is on a logarithmic
scale.
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Fig. 11. Phase coupling function Γ(φ) for global entrainment. The black
solid point shows the stable fixed point and the black circle point shows
the unstable fixed point. If φ̇ = 0 and Γ′(φ) < 0 at φ = φ∗, where
Γ′(φ) denotes the derivative of Γ, φ∗ is a stable fixed point.

2) Multistable entrainment: Here, we demonstrate multi-
stable entrainment of the oscillator designed above. Assuming
that the external periodic input has the form q(t;Ω) =
[0, cos(Ωt)]", we can write the reduced phase equation of the
oscillator as

d

dt
θ(t) = ω + εZ(θ(t)) · q(t;Ω). (48)

Here, we
!!!
We apply sinusoidal periodic inputs with different

frequencies into the same component of the oscillator to
see the effect of the PSF on the synchronization dynamics.
First, we consider an external periodic input with a frequency
Ω = 5ω, which is five times the natural frequency ω. Since
the ratio of the frequency of the external periodic input to
that of the oscillator is 5, 5 : 1 entrainment is expected to
occur. Generalizing the analysis in Sec. II and defining the
phase of the external input to be Ωt/5, we introduce the phase
difference

φ(t) = θ(t)− 1

5
Ωt. (49)
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of data points as L = 1000, the degree of the polynomial as
n = 7, the weight parameter γ = 10−2, and the maximum
tolerance value of the second Floquet exponent as λtol = −1.
We obtained an oscillator with a period T = 2π, natural
frequency ω = 1, which are almost identical to the assumed
values, and the second Floquet exponent λ2 = −0.9998, which
is almost equal to the maximum tolerance value λtol.

The limit cycle of the designed oscillator is compared with
the given periodic trajectory in Figs. 13 (a), (b), and (c). Both
the periodic trajectory and velocity are almost identical to the
assumed ones. The PSF of the designed oscillator is shown
in Figs. 13 (d) and (e), which is also almost identical to the
prescribed one. The vector field of the designed oscillator is
shown in Fig. 14.

Compared to the SL oscillator, Eq. (36), the designed
oscillator with Eqs. (46) and (47) has the same periodic
trajectory (i.e., unit circle) and velocity on it

!!
on

!!
it, but has

different PSFs. This result indicates that we can design two
oscillators with the same periodic trajectory but with different
PSFs. Similarly, we may also design two oscillators with the
same PSF but different periodic trajectories. The only explicit
restriction for the relationship between periodic trajectories
and PSFs is the normalization condition (7).
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the unstable fixed point. If φ̇ = 0 and Γ′(φ) < 0 at φ = φ∗, where
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2) Multistable entrainment: Here, we demonstrate multi-
stable entrainment of the oscillator designed above. Assuming
that the external periodic input has the form q(t;Ω) =
[0, cos(Ωt)]", we can write the reduced phase equation of the
oscillator as

d

dt
θ(t) = ω + εZ(θ(t)) · q(t;Ω). (48)

Here, we
!!!
We apply sinusoidal periodic inputs with different

frequencies into the same component of the oscillator to
see the effect of the PSF on the synchronization dynamics.
First, we consider an external periodic input with a frequency
Ω = 5ω, which is five times the natural frequency ω. Since
the ratio of the frequency of the external periodic input to
that of the oscillator is 5, 5 : 1 entrainment is expected to
occur. Generalizing the analysis in Sec. II and defining the
phase of the external input to be Ωt/5, we introduce the phase
difference

φ(t) = θ(t)− 1

5
Ωt. (49)
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on the periodic trajectories. (b) x1 component, (c) x2 component.
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shows the original one, respectively.

of data points as L = 1000, the degree of the polynomial as
n = 7, the weight parameter γ = 10−2, and the maximum
tolerance value of the second Floquet exponent as λtol = −1.
We obtained an oscillator with a period T = 2π, natural
frequency ω = 1, which are almost identical to the assumed
values, and the second Floquet exponent λ2 = −0.9998, which
is almost equal to the maximum tolerance value λtol.

The limit cycle of the designed oscillator is compared with
the given periodic trajectory in Figs. 13 (a), (b), and (c). Both
the periodic trajectory and velocity are almost identical to the
assumed ones. The PSF of the designed oscillator is shown
in Figs. 13 (d) and (e), which is also almost identical to the
prescribed one. The vector field of the designed oscillator is
shown in Fig. 14.

Compared to the SL oscillator, Eq. (36), the designed
oscillator with Eqs. (46) and (47) has the same periodic
trajectory (i.e., unit circle) and velocity on it

!!
on

!!
it, but has

different PSFs. This result indicates that we can design two
oscillators with the same periodic trajectory but with different
PSFs. Similarly, we may also design two oscillators with the
same PSF but different periodic trajectories. The only explicit
restriction for the relationship between periodic trajectories
and PSFs is the normalization condition (7).
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2) Multistable entrainment: Here, we demonstrate multi-
stable entrainment of the oscillator designed above. Assuming
that the external periodic input has the form q(t;Ω) =
[0, cos(Ωt)]", we can write the reduced phase equation of the
oscillator as

d

dt
θ(t) = ω + εZ(θ(t)) · q(t;Ω). (48)

Here, we
!!!
We apply sinusoidal periodic inputs with different

frequencies into the same component of the oscillator to
see the effect of the PSF on the synchronization dynamics.
First, we consider an external periodic input with a frequency
Ω = 5ω, which is five times the natural frequency ω. Since
the ratio of the frequency of the external periodic input to
that of the oscillator is 5, 5 : 1 entrainment is expected to
occur. Generalizing the analysis in Sec. II and defining the
phase of the external input to be Ωt/5, we introduce the phase
difference

φ(t) = θ(t)− 1

5
Ωt. (49)

(a) Phase plane and vector field, (b,c) periodic orbit, (d,e) PSF.

We could design a star-shaped oscillator with the given PSF
and stability.



Ex3: Design of a circular oscillator with a
high-harmonic PSF

Example 3: We design an artificial oscillator whose periodic
orbit is a unit circle but PSF has high-harmonic components:

X0(t) =
5
cos(t)
sin(t)

6
,

Z̃(t) =
5

≠ sin(5t)
2 cos(t) ≠ 2 cos(3t) + cos(5t)

6
.

This oscillator has a period T = 2fi and natural frequency Ê = 1.
We set the stability tolerance value as ⁄tol = ≠1.
We set the polynomial degree as n = 7 and the weight
parameter as “ = 1.0 ◊ 10≠2.



Results: circular oscillator with a high-harmonic
PSF
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Fig. 14. Vector field and limit cycle of the designed oscillator with an
artificial PSF. The color bar is on a logarithmic scale.
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Fig. 15. Phase coupling function Γ(φ;Ω) for multistable entrainment.
(a) PCF Γ(φ; 5ω) in the case that the input frequency is 5ω. (b) PCF
Γ(φ; 3ω) in the case that the input frequency is 3ω. The black solid
points show the stable fixed points and the black circle points show the
unstable fixed points.

V. DISCUSSION

We proposed a method for designing two-dimensional limit-
cycle oscillators that possess stable prescribed periodic tra-
jectories and PSFs. Using this method, we could design the
vector fields that exhibit the periodic trajectories and PSFs of
several types of existing or artificial oscillators. Furthermore,
we were able to design an artificial oscillator with a high-
harmonic PSF that rarely exists in the real world, and we
were able to demonstrate multistable entrainment caused by a
high-frequency periodic input. The proposed method is simple
and generally applicable to design the vector fields of various
two-dimensional oscillators.

Designing an oscillator with the desired properties would be
useful in practical control applications. For example, realizing
phase locking with a desired relative phase is an important
synchronization control. This can be performed by using our
method as illustrated in the example of global entrainment in
Sec. IV B. As we demonstrated in the example of multistable
entrainment in Sec. IV C, we can also control the formation
of clusters by appropriately designing the oscillators.

In this study, our aim is to faithfully design the vector
field with a given periodic trajectory and PSF, and not to
reduce the number of terms for representing the vector field.
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Fig. 16. Multistable entrainment of N = 100 independent artificial
oscillators. (a) t = 0, (b) t = 3π, (c) t = 16π (the input frequency
is changed at this point), and (d) t = 24π. In (c), the oscillators form
five clusters and in (d), the oscillators reform three clusters due to the
change in the input frequency.

We thus used the L2 regularization, which can yield a large
number of non-zero coefficients even if the target oscillator
has a small number of terms. Also, the designed vector field
does not preserve the symmetry of the target vector field in
general, even if the vector field around the limit cycle is well
reproduced. If we also need to reduce the number of terms,
we can additionally introduce the L1 regularization [75]. Also,
if we need to preserve the symmetry of the original model,
we could explicitly impose the symmetry on the coefficients
to be optimized.

In Sec. IV where we reconstructed the SL, vdP, and FHN
oscillators, we were able to obtain designed vector fields
that are globally similar to those of the original models,
even though global information about their vector fields was
not included in the design. This is because these models
have simple polynomial vector fields and our method, which
relies on polynomials, found the polynomial vector fields
globally similar to the original ones as optimal from only
local information around the limit cycles. However, this is
generally not guaranteed. Indeed, in the example for the non-
polynomial CIMA oscillator, the limit cycle and PSF were
well reproduced but the designed vector field was significantly
different from the original one away from the limit cycle.
If the target oscillator is too complex and difficult to design
using only polynomials, we may also be able to improve the
proposed method by further including non-polynomial terms.

Finally, extending the present method for designing three or
higher-dimensional oscillators is an important future problem.

Results: design of a high-harmonic oscillator
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Fig. 4: (a) Periodic orbits.
(b,c) Velocities on the periodic orbits.
(d,e) PSFs.
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The designed oscillator has a high-harmonic PSF even though the periodic
orbit is a unit circle.

Results: design of a high-harmonic oscillator
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Fig. 4: (a) Periodic orbits.
(b,c) Velocities on the periodic orbits.
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The designed oscillator has a high-harmonic PSF even though the periodic
orbit is a unit circle.

(a) Phase plane and vector field, (b,c) periodic orbit, (d,e) PSF.

The oscillator has a high-harmonic PSF despite the periodic
orbit is a unit circle.



Multi-stable synchronization by a periodic input

We apply a weak periodic input with a frequency � = 5Ê to the
designed oscillator with the high-harmonic harmonic PSF:

d◊

dt
= Ê + ÁZ(◊) · q(t), q(t) = [sin(�t) 0]€ .

After averaging, the phase difference „ = ◊ ≠ �t/5 between the
oscillator and the periodic input obeys7

d„

dt
ƒ ≠Á

2 cos(5„),

which has 5 stable fixed points satisfying „̇ = 0 within „ œ [0, 2fi).
Population of these oscillators are expected to exhibit 5-cluster
states when driven by the periodic input of � = 5Ê.

7F.C. Hoppensteadt and E. Izhikevich, Weakly Connected Neural Networks, Springer, 1997.



Multi-stable synchronization dynamics

-1 0 1

x1

-1

0

1

x
2

-1 0 1

x1

-1

0

1

x
2

-1 0 1

x1

-1

0

1

x
2

-1 0 1

x1

-1

0

1

x
2

(a) (b) (c) (d)

Entrainment of 100 independent designed oscillators to the periodic input
with multiple stable phase differences. (a) t = 0. (b) t = 2fi. (c) t = 4fi.
(d) t = 16fi. ‘ = 0.01.



Summary

We proposed a method for designing 2D oscillators that
possess stable prescribed periodic orbits and PSFs.

We could reconstruct the dynamics of the FitzHugh-Nagumo
oscillator.

We were also able to design oscillators with an artificial
periodic orbits and PSFs.

References:
N. Namura, T. Ishii, and HN, Designing two-dimensional limit-cycle
oscillators with prescribed trajectories and phase-response
characteristics, IEEE Trans. Automatic Control, 69, 3144 (2024).

N. Namura and HN, Design of Limit-Cycle Oscillators with Prescribed
Trajectories and Phase-Response Properties via Phase Reduction and
Floquet Theory, Proc. 2023 62nd IEEE CDC, 3962 (2024).
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Recently, the multicellular structure in biological systems has been extensively studied by
combining experimental and theoretical approaches. On the other hand, shapes within cells have
not received much attention. Individual cells show very complex structures, and understanding
the mechanism of subcellular pattern formation should facilitate cell biology.

The kidney is a highly specialized organ for generating urine. Cells in the kidney have various
unique shapes to implement their function. For example, Podocytes have numerous intricate
secondary processes that act as filters to generate urine from blood. The cell-cell junction of
renal tubules sometimes shows an intricate shape to facilitate paracellular transport. We
formulated mathematical models of self-organization of these two cell-cell junctions and tried to
verify the models experimentally.

References
[1]Mechanism of interdigitation formation at apical boundary of MDCK cell. MiyazakiS, Otani T, Sugihara K,
Fujimori T, Furuse M, Miura T. iScience. 2023 Apr 21;26(5):106594. doi: 10.1016/j.isci.2023.106594. PMID: 37250331

Self-organization of cell-cell boundary structures in kidney cells

Takashi Miura (Kyushu University)

Figure 1. Interdigitation of cell-cell junction in MDCK cell sheet.
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Interdigitation of skull suture
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Interdigitation of tight junction in MDCKII cells
 (Prof. Furuse, NIPS)

Tokuda et al., 2014



Tight junction

• Only tight junctions show interdigitation.



Function: paracellular transport (Prof. Otani, 
NIPS > Tokyo metropolitan university)



Time course of interdigitation 
formation in MDCKII cells

• Stochastic movement 
is involved

• No clear 
characteristic length

•

Tokuda et al., 2014

• /10.1371/journal.pone.0104994

https://doi.org/10.1371/journal.pone.0104994


Characteristics at frequency domain
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• No peak wavenumber
• Show linearity at log-log plot

Miyazaki-san



Edwards-Wilkinson equation (Edwards & Wilkinson 1982)

• Linear system (exact 
solution available)

• Interface location is 
perturbed by noise 

• Diffusion term smoothen 
the interface 

η(x, t)

Reference: 本田勝也「フラクタル」
Difficult to follow the brief description!

�h

�t
= dh

�2h

�x2
+ �(x, t)
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Naroda-san

Interface location noisesmoothing



Characteristics of the noise

• Sample mean is zero.
h⌘(x, t)i = 0

• No spatial or temporal correlation.

:noise strengthD

h⌘(x, t)⌘(x0, t0)i = 2D�(x� x0)�(t� t0)



Governing equation in 
frequency domain

• : Fourier transformĥ(k, t)

• 　　　　　　　　　            に代入

h(x, t) =
�

ĥ(k, t)eikx

<latexit sha1_base64="+M3WZ1vnJ0GtMQYLPIxuvpb2dGU=">AAACiHichVHLSiNBFD32+MjEVxw3A7MpDEoEkRsRfMCAOBuXvqKCUeluK6ZIv+iuBDPBD3B+YBazUpBhmMVsx7Ubf8CFnyAuFdy48KbTICrqLarq1Kl7bp2qsgJHRZross340N7R2ZX6mO7u6e3rzwx8Wov8amjLgu07frhhmZF0lCcLWmlHbgShNF3LketW5Vtzf70mw0j53qquB3LLNfc8VVK2qZnayWTLuf0xPSq+imJUdUWxbGpRFrkKc3K7oURF7B9wFo1THOIlyCcgiyQW/cxvFLELHzaqcCHhQTN2YCLitok8CAFzW2gwFzJS8b7EAdKsrXKW5AyT2QqPe7zaTFiP182aUay2+RSHe8hKgWG6oD90Q+f0l67o/tVajbhG00udZ6ullcFO/4/PK3fvqlyeNcqPqjc9a5QwHXtV7D2ImeYt7Ja+9v3nzcrs8nBjhI7pmv0f0SWd8Q282q19siSXfyHNH5B//twvwdrEeJ7x0mR2bj75ihS+YAg5fu8pzGEBiyjwuYf4h/84NdIGGVPGTCvVaEs0g3gSxvwDH6+VCQ==</latexit><latexit sha1_base64="+M3WZ1vnJ0GtMQYLPIxuvpb2dGU=">AAACiHichVHLSiNBFD32+MjEVxw3A7MpDEoEkRsRfMCAOBuXvqKCUeluK6ZIv+iuBDPBD3B+YBazUpBhmMVsx7Ubf8CFnyAuFdy48KbTICrqLarq1Kl7bp2qsgJHRZross340N7R2ZX6mO7u6e3rzwx8Wov8amjLgu07frhhmZF0lCcLWmlHbgShNF3LketW5Vtzf70mw0j53qquB3LLNfc8VVK2qZnayWTLuf0xPSq+imJUdUWxbGpRFrkKc3K7oURF7B9wFo1THOIlyCcgiyQW/cxvFLELHzaqcCHhQTN2YCLitok8CAFzW2gwFzJS8b7EAdKsrXKW5AyT2QqPe7zaTFiP182aUay2+RSHe8hKgWG6oD90Q+f0l67o/tVajbhG00udZ6ullcFO/4/PK3fvqlyeNcqPqjc9a5QwHXtV7D2ImeYt7Ja+9v3nzcrs8nBjhI7pmv0f0SWd8Q282q19siSXfyHNH5B//twvwdrEeJ7x0mR2bj75ihS+YAg5fu8pzGEBiyjwuYf4h/84NdIGGVPGTCvVaEs0g3gSxvwDH6+VCQ==</latexit><latexit sha1_base64="+M3WZ1vnJ0GtMQYLPIxuvpb2dGU=">AAACiHichVHLSiNBFD32+MjEVxw3A7MpDEoEkRsRfMCAOBuXvqKCUeluK6ZIv+iuBDPBD3B+YBazUpBhmMVsx7Ubf8CFnyAuFdy48KbTICrqLarq1Kl7bp2qsgJHRZross340N7R2ZX6mO7u6e3rzwx8Wov8amjLgu07frhhmZF0lCcLWmlHbgShNF3LketW5Vtzf70mw0j53qquB3LLNfc8VVK2qZnayWTLuf0xPSq+imJUdUWxbGpRFrkKc3K7oURF7B9wFo1THOIlyCcgiyQW/cxvFLELHzaqcCHhQTN2YCLitok8CAFzW2gwFzJS8b7EAdKsrXKW5AyT2QqPe7zaTFiP182aUay2+RSHe8hKgWG6oD90Q+f0l67o/tVajbhG00udZ6ullcFO/4/PK3fvqlyeNcqPqjc9a5QwHXtV7D2ImeYt7Ja+9v3nzcrs8nBjhI7pmv0f0SWd8Q282q19siSXfyHNH5B//twvwdrEeJ7x0mR2bj75ihS+YAg5fu8pzGEBiyjwuYf4h/84NdIGGVPGTCvVaEs0g3gSxvwDH6+VCQ==</latexit><latexit sha1_base64="+M3WZ1vnJ0GtMQYLPIxuvpb2dGU=">AAACiHichVHLSiNBFD32+MjEVxw3A7MpDEoEkRsRfMCAOBuXvqKCUeluK6ZIv+iuBDPBD3B+YBazUpBhmMVsx7Ubf8CFnyAuFdy48KbTICrqLarq1Kl7bp2qsgJHRZross340N7R2ZX6mO7u6e3rzwx8Wov8amjLgu07frhhmZF0lCcLWmlHbgShNF3LketW5Vtzf70mw0j53qquB3LLNfc8VVK2qZnayWTLuf0xPSq+imJUdUWxbGpRFrkKc3K7oURF7B9wFo1THOIlyCcgiyQW/cxvFLELHzaqcCHhQTN2YCLitok8CAFzW2gwFzJS8b7EAdKsrXKW5AyT2QqPe7zaTFiP182aUay2+RSHe8hKgWG6oD90Q+f0l67o/tVajbhG00udZ6ullcFO/4/PK3fvqlyeNcqPqjc9a5QwHXtV7D2ImeYt7Ja+9v3nzcrs8nBjhI7pmv0f0SWd8Q282q19siSXfyHNH5B//twvwdrEeJ7x0mR2bj75ihS+YAg5fu8pzGEBiyjwuYf4h/84NdIGGVPGTCvVaEs0g3gSxvwDH6+VCQ==</latexit>

�h

�t
= dh

�2h

�x2
+ �(x, t)

<latexit sha1_base64="n3lEjIL+8fmA4pA0YWIRzcn+YPM=">AAACtXichVFNSxtBGH7catWoNdaL4GUxRCItMglCSkEQvXiM2piA+WB2MzFDNrvL7iSoIX/AP+DBk4KU4r1/oBf/gAfBawXxGMGLB99sFiSVtu8wM8888z7vPDNjuJb0FWM3Q9q74ZH3o2PjkYnJqQ/T0ZmPu77T9EyRNR3L8fIG94UlbZFVUlki73qCNwxL5Iz6Rm8/1xKeLx37mzp0RbHB921ZlSZXRJWjmULV42a74HJPSW7ptc4rVh19Va+Ua/pgTik1kHVQSnU+6QWheOLgs1oqR2NsmQWhvwXJEMQQRsaJfkcBFTgw0UQDAjYUYQscPrU9JMHgEldEmziPkAz2BTqIkLZJWYIyOLF1GvdptReyNq17Nf1AbdIpFnWPlDri7Jr9YF12xS7ZPXv+a612UKPn5ZBmo68Vbnn6eG7n6b+qBs0KtVfVPz0rVPEl8CrJuxswvVuYfX3r6KS783U73l5k5+yB/J+xG/aLbmC3Hs2LLbF9igh9QPLP534LdlPLScJbK7G19fArxjCPBSTovdNYwyYyyNK5P3GL37jT0lpRq2jVfqo2FGpmMRCa8wKHiqkq</latexit><latexit sha1_base64="n3lEjIL+8fmA4pA0YWIRzcn+YPM=">AAACtXichVFNSxtBGH7catWoNdaL4GUxRCItMglCSkEQvXiM2piA+WB2MzFDNrvL7iSoIX/AP+DBk4KU4r1/oBf/gAfBawXxGMGLB99sFiSVtu8wM8888z7vPDNjuJb0FWM3Q9q74ZH3o2PjkYnJqQ/T0ZmPu77T9EyRNR3L8fIG94UlbZFVUlki73qCNwxL5Iz6Rm8/1xKeLx37mzp0RbHB921ZlSZXRJWjmULV42a74HJPSW7ptc4rVh19Va+Ua/pgTik1kHVQSnU+6QWheOLgs1oqR2NsmQWhvwXJEMQQRsaJfkcBFTgw0UQDAjYUYQscPrU9JMHgEldEmziPkAz2BTqIkLZJWYIyOLF1GvdptReyNq17Nf1AbdIpFnWPlDri7Jr9YF12xS7ZPXv+a612UKPn5ZBmo68Vbnn6eG7n6b+qBs0KtVfVPz0rVPEl8CrJuxswvVuYfX3r6KS783U73l5k5+yB/J+xG/aLbmC3Hs2LLbF9igh9QPLP534LdlPLScJbK7G19fArxjCPBSTovdNYwyYyyNK5P3GL37jT0lpRq2jVfqo2FGpmMRCa8wKHiqkq</latexit><latexit sha1_base64="n3lEjIL+8fmA4pA0YWIRzcn+YPM=">AAACtXichVFNSxtBGH7catWoNdaL4GUxRCItMglCSkEQvXiM2piA+WB2MzFDNrvL7iSoIX/AP+DBk4KU4r1/oBf/gAfBawXxGMGLB99sFiSVtu8wM8888z7vPDNjuJb0FWM3Q9q74ZH3o2PjkYnJqQ/T0ZmPu77T9EyRNR3L8fIG94UlbZFVUlki73qCNwxL5Iz6Rm8/1xKeLx37mzp0RbHB921ZlSZXRJWjmULV42a74HJPSW7ptc4rVh19Va+Ua/pgTik1kHVQSnU+6QWheOLgs1oqR2NsmQWhvwXJEMQQRsaJfkcBFTgw0UQDAjYUYQscPrU9JMHgEldEmziPkAz2BTqIkLZJWYIyOLF1GvdptReyNq17Nf1AbdIpFnWPlDri7Jr9YF12xS7ZPXv+a612UKPn5ZBmo68Vbnn6eG7n6b+qBs0KtVfVPz0rVPEl8CrJuxswvVuYfX3r6KS783U73l5k5+yB/J+xG/aLbmC3Hs2LLbF9igh9QPLP534LdlPLScJbK7G19fArxjCPBSTovdNYwyYyyNK5P3GL37jT0lpRq2jVfqo2FGpmMRCa8wKHiqkq</latexit><latexit sha1_base64="n3lEjIL+8fmA4pA0YWIRzcn+YPM=">AAACtXichVFNSxtBGH7catWoNdaL4GUxRCItMglCSkEQvXiM2piA+WB2MzFDNrvL7iSoIX/AP+DBk4KU4r1/oBf/gAfBawXxGMGLB99sFiSVtu8wM8888z7vPDNjuJb0FWM3Q9q74ZH3o2PjkYnJqQ/T0ZmPu77T9EyRNR3L8fIG94UlbZFVUlki73qCNwxL5Iz6Rm8/1xKeLx37mzp0RbHB921ZlSZXRJWjmULV42a74HJPSW7ptc4rVh19Va+Ua/pgTik1kHVQSnU+6QWheOLgs1oqR2NsmQWhvwXJEMQQRsaJfkcBFTgw0UQDAjYUYQscPrU9JMHgEldEmziPkAz2BTqIkLZJWYIyOLF1GvdptReyNq17Nf1AbdIpFnWPlDri7Jr9YF12xS7ZPXv+a612UKPn5ZBmo68Vbnn6eG7n6b+qBs0KtVfVPz0rVPEl8CrJuxswvVuYfX3r6KS783U73l5k5+yB/J+xG/aLbmC3Hs2LLbF9igh9QPLP534LdlPLScJbK7G19fArxjCPBSTovdNYwyYyyNK5P3GL37jT0lpRq2jVfqo2FGpmMRCa8wKHiqkq</latexit>

�ĥ(k, t)

�t
= �k2ĥ(k, t) + �̂(k, t)

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>



Characteristics of noise at frequency domain

• sample mean = 0

h⌘̂(k, t)i = 0

• Each frequency component is independent ( : system size, : )L δ

��̂(k, t)�̂(k�, t�)� =
2D

L
�(k � k�)�(t � t�)

<latexit sha1_base64="A7Wpu+ADOWp4lYwe2qYXl6ZbYmE=">AAACu3ichVFNSxtBGH6yrVbjV9peBC+LwUbBhIkUlIIQtIceevArUXAlzI6TuM1kd9mdBOySP9A/4MGTQpHSv9BbL/0DHrz2VvSm4MVD390s9ENs32VnnveZ53nnnRnbV06oGbvIGI8eDww+GRrOjoyOjU/knj6rhV4nELIqPOUFOzYPpXJcWdWOVnLHDyRv20pu263VeH27K4PQ8dwtfejLvTZvuk7DEVwTVc/VLMXdppKmdcC1aUnNZ1vzeu73tDCvC0QEiW7ZtBoBF9HC6170tmda+1LFmmKrMJdiXSR5PZdnJZaEeR+UU5BHGmte7gwW9uFBoIM2JFxowgocIX27KIPBJ24PEXEBISdZl+ghS94OqSQpOLEtGpuU7aasS3lcM0zcgnZR9AfkNDHDztknds2+sc/sB7t7sFaU1Ih7OaTZ7nulX5/4MLl5+19Xm2aNg1+uf/as0cBS0qtDvfsJE59C9P3d90fXm682ZqIX7JRdUv8n7IJ9pRO43RvxcV1uHCNLD1D++7rvg9pCqUx4/WW+spI+xRCmMI1Zuu9FVPAGa6jSvl/wHZe4MpYNYbwzVF9qZFLPc/wRRucnDlWopw==</latexit><latexit sha1_base64="A7Wpu+ADOWp4lYwe2qYXl6ZbYmE=">AAACu3ichVFNSxtBGH6yrVbjV9peBC+LwUbBhIkUlIIQtIceevArUXAlzI6TuM1kd9mdBOySP9A/4MGTQpHSv9BbL/0DHrz2VvSm4MVD390s9ENs32VnnveZ53nnnRnbV06oGbvIGI8eDww+GRrOjoyOjU/knj6rhV4nELIqPOUFOzYPpXJcWdWOVnLHDyRv20pu263VeH27K4PQ8dwtfejLvTZvuk7DEVwTVc/VLMXdppKmdcC1aUnNZ1vzeu73tDCvC0QEiW7ZtBoBF9HC6170tmda+1LFmmKrMJdiXSR5PZdnJZaEeR+UU5BHGmte7gwW9uFBoIM2JFxowgocIX27KIPBJ24PEXEBISdZl+ghS94OqSQpOLEtGpuU7aasS3lcM0zcgnZR9AfkNDHDztknds2+sc/sB7t7sFaU1Ih7OaTZ7nulX5/4MLl5+19Xm2aNg1+uf/as0cBS0qtDvfsJE59C9P3d90fXm682ZqIX7JRdUv8n7IJ9pRO43RvxcV1uHCNLD1D++7rvg9pCqUx4/WW+spI+xRCmMI1Zuu9FVPAGa6jSvl/wHZe4MpYNYbwzVF9qZFLPc/wRRucnDlWopw==</latexit><latexit sha1_base64="A7Wpu+ADOWp4lYwe2qYXl6ZbYmE=">AAACu3ichVFNSxtBGH6yrVbjV9peBC+LwUbBhIkUlIIQtIceevArUXAlzI6TuM1kd9mdBOySP9A/4MGTQpHSv9BbL/0DHrz2VvSm4MVD390s9ENs32VnnveZ53nnnRnbV06oGbvIGI8eDww+GRrOjoyOjU/knj6rhV4nELIqPOUFOzYPpXJcWdWOVnLHDyRv20pu263VeH27K4PQ8dwtfejLvTZvuk7DEVwTVc/VLMXdppKmdcC1aUnNZ1vzeu73tDCvC0QEiW7ZtBoBF9HC6170tmda+1LFmmKrMJdiXSR5PZdnJZaEeR+UU5BHGmte7gwW9uFBoIM2JFxowgocIX27KIPBJ24PEXEBISdZl+ghS94OqSQpOLEtGpuU7aasS3lcM0zcgnZR9AfkNDHDztknds2+sc/sB7t7sFaU1Ih7OaTZ7nulX5/4MLl5+19Xm2aNg1+uf/as0cBS0qtDvfsJE59C9P3d90fXm682ZqIX7JRdUv8n7IJ9pRO43RvxcV1uHCNLD1D++7rvg9pCqUx4/WW+spI+xRCmMI1Zuu9FVPAGa6jSvl/wHZe4MpYNYbwzVF9qZFLPc/wRRucnDlWopw==</latexit><latexit sha1_base64="A7Wpu+ADOWp4lYwe2qYXl6ZbYmE=">AAACu3ichVFNSxtBGH6yrVbjV9peBC+LwUbBhIkUlIIQtIceevArUXAlzI6TuM1kd9mdBOySP9A/4MGTQpHSv9BbL/0DHrz2VvSm4MVD390s9ENs32VnnveZ53nnnRnbV06oGbvIGI8eDww+GRrOjoyOjU/knj6rhV4nELIqPOUFOzYPpXJcWdWOVnLHDyRv20pu263VeH27K4PQ8dwtfejLvTZvuk7DEVwTVc/VLMXdppKmdcC1aUnNZ1vzeu73tDCvC0QEiW7ZtBoBF9HC6170tmda+1LFmmKrMJdiXSR5PZdnJZaEeR+UU5BHGmte7gwW9uFBoIM2JFxowgocIX27KIPBJ24PEXEBISdZl+ghS94OqSQpOLEtGpuU7aasS3lcM0zcgnZR9AfkNDHDztknds2+sc/sB7t7sFaU1Ih7OaTZ7nulX5/4MLl5+19Xm2aNg1+uf/as0cBS0qtDvfsJE59C9P3d90fXm682ZqIX7JRdUv8n7IJ9pRO43RvxcV1uHCNLD1D++7rvg9pCqUx4/WW+spI+xRCmMI1Zuu9FVPAGa6jSvl/wHZe4MpYNYbwzVF9qZFLPc/wRRucnDlWopw==</latexit>

 is constant for white noise.  for colored noise.D D(k)



Solution of EW equation

Noise added at time t′ 
decay

t0 = �t

t0 = 2�t

t0 = 3�t

t

ĥ(k, t)
<latexit sha1_base64="cXpKEHhSjn4r/zoHO97NJ5MCrho=">AAACb3ichVHLSsNAFD2Nr1ofrbpQECRYFAUpUxEUV0U3LvuwttAWSeLYhqZJSKaFWvwBP0AXLnyAiPgZbvwBF/0EcSUKblx4mwZERb3DzJw5c8+dMzOqbeiuYKwdkHp6+/oHgoOhoeGR0XBkbHzHteqOxrOaZVhOXlVcbugmzwpdGDxvO1ypqQbPqdXNzn6uwR1Xt8xt0bR5qaaUTX1f1xRBVLFYUYRckReqS2JxNxJlMeaF/BPEfRCFH0krco0i9mBBQx01cJgQhA0ocKkVEAeDTVwJLeIcQrq3z3GIEGnrlMUpQyG2SmOZVgWfNWndqel6ao1OMag7pJQxxx7YDXth9+yWPbL3X2u1vBodL02a1a6W27vho6nM27+qGs0ClU/Vn54F9rHmedXJu+0xnVtoXX3j4OQls56ea82zS/ZE/i9Ym93RDczGq3aV4ulThOgD4t+f+yfYWY7FCadWookN/yuCmMYsFui9V5HAFpLI0rk2jnGG88CzNCnNSHI3VQr4mgl8CWnxA/H+jYs=</latexit><latexit sha1_base64="cXpKEHhSjn4r/zoHO97NJ5MCrho=">AAACb3ichVHLSsNAFD2Nr1ofrbpQECRYFAUpUxEUV0U3LvuwttAWSeLYhqZJSKaFWvwBP0AXLnyAiPgZbvwBF/0EcSUKblx4mwZERb3DzJw5c8+dMzOqbeiuYKwdkHp6+/oHgoOhoeGR0XBkbHzHteqOxrOaZVhOXlVcbugmzwpdGDxvO1ypqQbPqdXNzn6uwR1Xt8xt0bR5qaaUTX1f1xRBVLFYUYRckReqS2JxNxJlMeaF/BPEfRCFH0krco0i9mBBQx01cJgQhA0ocKkVEAeDTVwJLeIcQrq3z3GIEGnrlMUpQyG2SmOZVgWfNWndqel6ao1OMag7pJQxxx7YDXth9+yWPbL3X2u1vBodL02a1a6W27vho6nM27+qGs0ClU/Vn54F9rHmedXJu+0xnVtoXX3j4OQls56ea82zS/ZE/i9Ym93RDczGq3aV4ulThOgD4t+f+yfYWY7FCadWookN/yuCmMYsFui9V5HAFpLI0rk2jnGG88CzNCnNSHI3VQr4mgl8CWnxA/H+jYs=</latexit><latexit sha1_base64="cXpKEHhSjn4r/zoHO97NJ5MCrho=">AAACb3ichVHLSsNAFD2Nr1ofrbpQECRYFAUpUxEUV0U3LvuwttAWSeLYhqZJSKaFWvwBP0AXLnyAiPgZbvwBF/0EcSUKblx4mwZERb3DzJw5c8+dMzOqbeiuYKwdkHp6+/oHgoOhoeGR0XBkbHzHteqOxrOaZVhOXlVcbugmzwpdGDxvO1ypqQbPqdXNzn6uwR1Xt8xt0bR5qaaUTX1f1xRBVLFYUYRckReqS2JxNxJlMeaF/BPEfRCFH0krco0i9mBBQx01cJgQhA0ocKkVEAeDTVwJLeIcQrq3z3GIEGnrlMUpQyG2SmOZVgWfNWndqel6ao1OMag7pJQxxx7YDXth9+yWPbL3X2u1vBodL02a1a6W27vho6nM27+qGs0ClU/Vn54F9rHmedXJu+0xnVtoXX3j4OQls56ea82zS/ZE/i9Ym93RDczGq3aV4ulThOgD4t+f+yfYWY7FCadWookN/yuCmMYsFui9V5HAFpLI0rk2jnGG88CzNCnNSHI3VQr4mgl8CWnxA/H+jYs=</latexit><latexit sha1_base64="cXpKEHhSjn4r/zoHO97NJ5MCrho=">AAACb3ichVHLSsNAFD2Nr1ofrbpQECRYFAUpUxEUV0U3LvuwttAWSeLYhqZJSKaFWvwBP0AXLnyAiPgZbvwBF/0EcSUKblx4mwZERb3DzJw5c8+dMzOqbeiuYKwdkHp6+/oHgoOhoeGR0XBkbHzHteqOxrOaZVhOXlVcbugmzwpdGDxvO1ypqQbPqdXNzn6uwR1Xt8xt0bR5qaaUTX1f1xRBVLFYUYRckReqS2JxNxJlMeaF/BPEfRCFH0krco0i9mBBQx01cJgQhA0ocKkVEAeDTVwJLeIcQrq3z3GIEGnrlMUpQyG2SmOZVgWfNWndqel6ao1OMag7pJQxxx7YDXth9+yWPbL3X2u1vBodL02a1a6W27vho6nM27+qGs0ClU/Vn54F9rHmedXJu+0xnVtoXX3j4OQls56ea82zS/ZE/i9Ym93RDczGq3aV4ulThOgD4t+f+yfYWY7FCadWookN/yuCmMYsFui9V5HAFpLI0rk2jnGG88CzNCnNSHI3VQr4mgl8CWnxA/H+jYs=</latexit>

ĥ(k, t) =

� t

0
e�k2(t�t�)�̂(k, t�)dt�

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>



Derivation of ⟨ | ĥ(k, t) |2 ⟩

�ĥ(k, t)2� = �
� t

0

� t

0
eK̂((t�t1)+(t�t2))�(k, t1)�(k, t2)dt1dt2�

<latexit sha1_base64="k/6gMXQbSLgPT1hfWiwnhzL2Ayc=">AAAC6XichVFNb9NAEB0bCiW01NALtBeLqFUsoBpHSCAkpAoulXrpV9pKTWOt3W2yysa27E2k1sqNEzdOIDgBqqqqP4MLf4BDfwL0WCQuHBhvrPBRAWN55+2beTOzu34sRaoQTwzzwsWRS5dHr5Sujo1fm7Cu31hPo24S8FoQySjZ9FnKpQh5TQkl+WaccNbxJd/w20/z+EaPJ6mIwjW1F/PtDmuGYlcETBHlWc/qkoVNye16i6ms1a+07yqnUbXriaYf28O4CJWHjUz1f4G8kWndYt+uVNQ95bnOHe2rjkN5XLG8HrFDWHXsHSLyZdjE9qwyzqE2+zxwC1CGwpYi6xDqsAMRBNCFDnAIQRGWwCClbwtcQIiJ24aMuISQ0HEOfSiRtktZnDIYsW1am7TbKtiQ9nnNVKsD6iLpT0hpwwx+wiM8w494jJ/x+19rZbpGPsseeX+g5bE38fzm6rf/qjrkFbR+qv45s4JdeKhnFTR7rJn8FMFA39t/ebb6aGUmm8V3eErzv8UT/EAnCHtfg4NlvvIGSvQA7p/XfR6sV+dcwsv3y/NPiqcYhWm4DRW67wcwDwuwBDXq+8WwjFvGlNk2X5ivzNeDVNMoNJPwm5nvfwBuWbdz</latexit><latexit sha1_base64="k/6gMXQbSLgPT1hfWiwnhzL2Ayc=">AAAC6XichVFNb9NAEB0bCiW01NALtBeLqFUsoBpHSCAkpAoulXrpV9pKTWOt3W2yysa27E2k1sqNEzdOIDgBqqqqP4MLf4BDfwL0WCQuHBhvrPBRAWN55+2beTOzu34sRaoQTwzzwsWRS5dHr5Sujo1fm7Cu31hPo24S8FoQySjZ9FnKpQh5TQkl+WaccNbxJd/w20/z+EaPJ6mIwjW1F/PtDmuGYlcETBHlWc/qkoVNye16i6ms1a+07yqnUbXriaYf28O4CJWHjUz1f4G8kWndYt+uVNQ95bnOHe2rjkN5XLG8HrFDWHXsHSLyZdjE9qwyzqE2+zxwC1CGwpYi6xDqsAMRBNCFDnAIQRGWwCClbwtcQIiJ24aMuISQ0HEOfSiRtktZnDIYsW1am7TbKtiQ9nnNVKsD6iLpT0hpwwx+wiM8w494jJ/x+19rZbpGPsseeX+g5bE38fzm6rf/qjrkFbR+qv45s4JdeKhnFTR7rJn8FMFA39t/ebb6aGUmm8V3eErzv8UT/EAnCHtfg4NlvvIGSvQA7p/XfR6sV+dcwsv3y/NPiqcYhWm4DRW67wcwDwuwBDXq+8WwjFvGlNk2X5ivzNeDVNMoNJPwm5nvfwBuWbdz</latexit><latexit sha1_base64="k/6gMXQbSLgPT1hfWiwnhzL2Ayc=">AAAC6XichVFNb9NAEB0bCiW01NALtBeLqFUsoBpHSCAkpAoulXrpV9pKTWOt3W2yysa27E2k1sqNEzdOIDgBqqqqP4MLf4BDfwL0WCQuHBhvrPBRAWN55+2beTOzu34sRaoQTwzzwsWRS5dHr5Sujo1fm7Cu31hPo24S8FoQySjZ9FnKpQh5TQkl+WaccNbxJd/w20/z+EaPJ6mIwjW1F/PtDmuGYlcETBHlWc/qkoVNye16i6ms1a+07yqnUbXriaYf28O4CJWHjUz1f4G8kWndYt+uVNQ95bnOHe2rjkN5XLG8HrFDWHXsHSLyZdjE9qwyzqE2+zxwC1CGwpYi6xDqsAMRBNCFDnAIQRGWwCClbwtcQIiJ24aMuISQ0HEOfSiRtktZnDIYsW1am7TbKtiQ9nnNVKsD6iLpT0hpwwx+wiM8w494jJ/x+19rZbpGPsseeX+g5bE38fzm6rf/qjrkFbR+qv45s4JdeKhnFTR7rJn8FMFA39t/ebb6aGUmm8V3eErzv8UT/EAnCHtfg4NlvvIGSvQA7p/XfR6sV+dcwsv3y/NPiqcYhWm4DRW67wcwDwuwBDXq+8WwjFvGlNk2X5ivzNeDVNMoNJPwm5nvfwBuWbdz</latexit><latexit sha1_base64="k/6gMXQbSLgPT1hfWiwnhzL2Ayc=">AAAC6XichVFNb9NAEB0bCiW01NALtBeLqFUsoBpHSCAkpAoulXrpV9pKTWOt3W2yysa27E2k1sqNEzdOIDgBqqqqP4MLf4BDfwL0WCQuHBhvrPBRAWN55+2beTOzu34sRaoQTwzzwsWRS5dHr5Sujo1fm7Cu31hPo24S8FoQySjZ9FnKpQh5TQkl+WaccNbxJd/w20/z+EaPJ6mIwjW1F/PtDmuGYlcETBHlWc/qkoVNye16i6ms1a+07yqnUbXriaYf28O4CJWHjUz1f4G8kWndYt+uVNQ95bnOHe2rjkN5XLG8HrFDWHXsHSLyZdjE9qwyzqE2+zxwC1CGwpYi6xDqsAMRBNCFDnAIQRGWwCClbwtcQIiJ24aMuISQ0HEOfSiRtktZnDIYsW1am7TbKtiQ9nnNVKsD6iLpT0hpwwx+wiM8w494jJ/x+19rZbpGPsseeX+g5bE38fzm6rf/qjrkFbR+qv45s4JdeKhnFTR7rJn8FMFA39t/ebb6aGUmm8V3eErzv8UT/EAnCHtfg4NlvvIGSvQA7p/XfR6sV+dcwsv3y/NPiqcYhWm4DRW67wcwDwuwBDXq+8WwjFvGlNk2X5ivzNeDVNMoNJPwm5nvfwBuWbdz</latexit>
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0
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<latexit sha1_base64="qxFai7HZ4SRSYQfntTEGPZnG080=">AAACmHichVHBStxAGP6MbdVtrVu9iF5CF8UeKn/WgiIIiy1UaQ+6dlVwNSRx1h02m4RkdkFDXsAXKMVTBSnSh+ihF/sAPfgIpUcLXjz032xAWlH/YWa++eb//vlmxg5cGSmi8x6t98HDR339A7nHTwafDuWfDa9Hfit0RMXxXT/ctK1IuNITFSWVKzaDUFhN2xUbduN1Z3+jLcJI+t4HtR+I7aa158madCzFlJmfWdCr0lMm7cQqETtxUa/WLRW/S/Qp9VKZxotEr9ZCy4mLb5L4faLvMmfmCzRNaeg3gZGBArJY8fNfUMUufDhooQkBD4qxCwsRty0YIATMbSNmLmQk032BBDnWtjhLcIbFbIPHPV5tZazH607NKFU7fIrLPWSljgn6Sad0QWf0lX7R1a214rRGx8s+z3ZXKwJz6HB07fJeVZNnhfq16k7PCjXMpV4lew9SpnMLp6tvH3y8WJsvT8STdEy/2f9nOqfvfAOv/cc5WRXlI+T4A4z/n/smWC9OG4xXXxVKi9lX9GMczzHF7z2LEpawggqf+wnfcIYf2phW0t5qy91UrSfTjOCf0Mp/AdqLnFQ=</latexit><latexit sha1_base64="qxFai7HZ4SRSYQfntTEGPZnG080=">AAACmHichVHBStxAGP6MbdVtrVu9iF5CF8UeKn/WgiIIiy1UaQ+6dlVwNSRx1h02m4RkdkFDXsAXKMVTBSnSh+ihF/sAPfgIpUcLXjz032xAWlH/YWa++eb//vlmxg5cGSmi8x6t98HDR339A7nHTwafDuWfDa9Hfit0RMXxXT/ctK1IuNITFSWVKzaDUFhN2xUbduN1Z3+jLcJI+t4HtR+I7aa158madCzFlJmfWdCr0lMm7cQqETtxUa/WLRW/S/Qp9VKZxotEr9ZCy4mLb5L4faLvMmfmCzRNaeg3gZGBArJY8fNfUMUufDhooQkBD4qxCwsRty0YIATMbSNmLmQk032BBDnWtjhLcIbFbIPHPV5tZazH607NKFU7fIrLPWSljgn6Sad0QWf0lX7R1a214rRGx8s+z3ZXKwJz6HB07fJeVZNnhfq16k7PCjXMpV4lew9SpnMLp6tvH3y8WJsvT8STdEy/2f9nOqfvfAOv/cc5WRXlI+T4A4z/n/smWC9OG4xXXxVKi9lX9GMczzHF7z2LEpawggqf+wnfcIYf2phW0t5qy91UrSfTjOCf0Mp/AdqLnFQ=</latexit><latexit sha1_base64="qxFai7HZ4SRSYQfntTEGPZnG080=">AAACmHichVHBStxAGP6MbdVtrVu9iF5CF8UeKn/WgiIIiy1UaQ+6dlVwNSRx1h02m4RkdkFDXsAXKMVTBSnSh+ihF/sAPfgIpUcLXjz032xAWlH/YWa++eb//vlmxg5cGSmi8x6t98HDR339A7nHTwafDuWfDa9Hfit0RMXxXT/ctK1IuNITFSWVKzaDUFhN2xUbduN1Z3+jLcJI+t4HtR+I7aa158madCzFlJmfWdCr0lMm7cQqETtxUa/WLRW/S/Qp9VKZxotEr9ZCy4mLb5L4faLvMmfmCzRNaeg3gZGBArJY8fNfUMUufDhooQkBD4qxCwsRty0YIATMbSNmLmQk032BBDnWtjhLcIbFbIPHPV5tZazH607NKFU7fIrLPWSljgn6Sad0QWf0lX7R1a214rRGx8s+z3ZXKwJz6HB07fJeVZNnhfq16k7PCjXMpV4lew9SpnMLp6tvH3y8WJsvT8STdEy/2f9nOqfvfAOv/cc5WRXlI+T4A4z/n/smWC9OG4xXXxVKi9lX9GMczzHF7z2LEpawggqf+wnfcIYf2phW0t5qy91UrSfTjOCf0Mp/AdqLnFQ=</latexit><latexit sha1_base64="qxFai7HZ4SRSYQfntTEGPZnG080=">AAACmHichVHBStxAGP6MbdVtrVu9iF5CF8UeKn/WgiIIiy1UaQ+6dlVwNSRx1h02m4RkdkFDXsAXKMVTBSnSh+ihF/sAPfgIpUcLXjz032xAWlH/YWa++eb//vlmxg5cGSmi8x6t98HDR339A7nHTwafDuWfDa9Hfit0RMXxXT/ctK1IuNITFSWVKzaDUFhN2xUbduN1Z3+jLcJI+t4HtR+I7aa158madCzFlJmfWdCr0lMm7cQqETtxUa/WLRW/S/Qp9VKZxotEr9ZCy4mLb5L4faLvMmfmCzRNaeg3gZGBArJY8fNfUMUufDhooQkBD4qxCwsRty0YIATMbSNmLmQk032BBDnWtjhLcIbFbIPHPV5tZazH607NKFU7fIrLPWSljgn6Sad0QWf0lX7R1a214rRGx8s+z3ZXKwJz6HB07fJeVZNnhfq16k7PCjXMpV4lew9SpnMLp6tvH3y8WJsvT8STdEy/2f9nOqfvfAOv/cc5WRXlI+T4A4z/n/smWC9OG4xXXxVKi9lX9GMczzHF7z2LEpawggqf+wnfcIYf2phW0t5qy91UrSfTjOCf0Mp/AdqLnFQ=</latexit>
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<latexit sha1_base64="Kpy696ZJvCd7/ZRk7foPq1mCYjM=">AAACp3ichVFNTxRBEH2MorB+sOqFxEvHDQYPkJqNicbEhCAHEk3kw102YWHSM/RCh9mZyUzvJjiZP8Af4MAJEgLGn+HFkzcD/ATjERMvHqydnQSUKNXprtev6lVXd7uRrxNDdDpgXbs+eOPm0HDp1u07d0fK9+7Xk7ATe6rmhX4YN1yZKF8Hqma08VUjipVsu75acjdf9eJLXRUnOgzema1IrbTleqBb2pOGKac8/VI0W7H00upMlr7JhFpNq6K5IU36OhMmE00dGIdWU5OHJi7EHDsTYo2dU67QJOUmLgO7ABUUNheWD9HEGkJ46KANhQCGsQ+JhMcybBAi5laQMhcz0nlcIUOJtR3OUpwhmd3kdZ13ywUb8L5XM8nVHp/i84xZKTBGX+kDndFn+kjf6Nc/a6V5jV4vW+zdvlZFzsj26OLPK1Vt9gYb56r/9mzQwvO8V829RznTu4XX13ff75wtvlgYSx/TPn3n/vfolD7xDYLuD+9gXi3sosQfYP/93JdBvTppM55/WpmaLr5iCA/xCOP83s8whVnMocbnHuELjnFiPbHeWnWr0U+1BgrNA/xhlvwNdxyiAg==</latexit><latexit sha1_base64="Kpy696ZJvCd7/ZRk7foPq1mCYjM=">AAACp3ichVFNTxRBEH2MorB+sOqFxEvHDQYPkJqNicbEhCAHEk3kw102YWHSM/RCh9mZyUzvJjiZP8Af4MAJEgLGn+HFkzcD/ATjERMvHqydnQSUKNXprtev6lVXd7uRrxNDdDpgXbs+eOPm0HDp1u07d0fK9+7Xk7ATe6rmhX4YN1yZKF8Hqma08VUjipVsu75acjdf9eJLXRUnOgzema1IrbTleqBb2pOGKac8/VI0W7H00upMlr7JhFpNq6K5IU36OhMmE00dGIdWU5OHJi7EHDsTYo2dU67QJOUmLgO7ABUUNheWD9HEGkJ46KANhQCGsQ+JhMcybBAi5laQMhcz0nlcIUOJtR3OUpwhmd3kdZ13ywUb8L5XM8nVHp/i84xZKTBGX+kDndFn+kjf6Nc/a6V5jV4vW+zdvlZFzsj26OLPK1Vt9gYb56r/9mzQwvO8V829RznTu4XX13ff75wtvlgYSx/TPn3n/vfolD7xDYLuD+9gXi3sosQfYP/93JdBvTppM55/WpmaLr5iCA/xCOP83s8whVnMocbnHuELjnFiPbHeWnWr0U+1BgrNA/xhlvwNdxyiAg==</latexit><latexit sha1_base64="Kpy696ZJvCd7/ZRk7foPq1mCYjM=">AAACp3ichVFNTxRBEH2MorB+sOqFxEvHDQYPkJqNicbEhCAHEk3kw102YWHSM/RCh9mZyUzvJjiZP8Af4MAJEgLGn+HFkzcD/ATjERMvHqydnQSUKNXprtev6lVXd7uRrxNDdDpgXbs+eOPm0HDp1u07d0fK9+7Xk7ATe6rmhX4YN1yZKF8Hqma08VUjipVsu75acjdf9eJLXRUnOgzema1IrbTleqBb2pOGKac8/VI0W7H00upMlr7JhFpNq6K5IU36OhMmE00dGIdWU5OHJi7EHDsTYo2dU67QJOUmLgO7ABUUNheWD9HEGkJ46KANhQCGsQ+JhMcybBAi5laQMhcz0nlcIUOJtR3OUpwhmd3kdZ13ywUb8L5XM8nVHp/i84xZKTBGX+kDndFn+kjf6Nc/a6V5jV4vW+zdvlZFzsj26OLPK1Vt9gYb56r/9mzQwvO8V829RznTu4XX13ff75wtvlgYSx/TPn3n/vfolD7xDYLuD+9gXi3sosQfYP/93JdBvTppM55/WpmaLr5iCA/xCOP83s8whVnMocbnHuELjnFiPbHeWnWr0U+1BgrNA/xhlvwNdxyiAg==</latexit><latexit sha1_base64="Kpy696ZJvCd7/ZRk7foPq1mCYjM=">AAACp3ichVFNTxRBEH2MorB+sOqFxEvHDQYPkJqNicbEhCAHEk3kw102YWHSM/RCh9mZyUzvJjiZP8Af4MAJEgLGn+HFkzcD/ATjERMvHqydnQSUKNXprtev6lVXd7uRrxNDdDpgXbs+eOPm0HDp1u07d0fK9+7Xk7ATe6rmhX4YN1yZKF8Hqma08VUjipVsu75acjdf9eJLXRUnOgzema1IrbTleqBb2pOGKac8/VI0W7H00upMlr7JhFpNq6K5IU36OhMmE00dGIdWU5OHJi7EHDsTYo2dU67QJOUmLgO7ABUUNheWD9HEGkJ46KANhQCGsQ+JhMcybBAi5laQMhcz0nlcIUOJtR3OUpwhmd3kdZ13ywUb8L5XM8nVHp/i84xZKTBGX+kDndFn+kjf6Nc/a6V5jV4vW+zdvlZFzsj26OLPK1Vt9gYb56r/9mzQwvO8V829RznTu4XX13ff75wtvlgYSx/TPn3n/vfolD7xDYLuD+9gXi3sosQfYP/93JdBvTppM55/WpmaLr5iCA/xCOP83s8whVnMocbnHuELjnFiPbHeWnWr0U+1BgrNA/xhlvwNdxyiAg==</latexit>
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<latexit sha1_base64="M4sKU7RgrENwrzInyQn2DnCI3UQ=">AAACvHichVHLThRBFD20IDiijLIxYdNxgnEDuT0xkZhAiLoggQUPhyGZHjrdTc1MZfqV7ppJsNM/wA+4cAUJIYRvcOWGH3DB2pVRV5i4ceGdno4vot5OV50695xbt6qcyJOJIroY0a6Njl0fn7hRujl56/ZU+c7d7STsxa6ouaEXxjuOnQhPBqKmpPLEThQL23c8UXe6zwb5el/EiQyDF2o/Ek3fbgeyJV1bMWWV64u62YptN60+z9K1TBe7aVU3O7ZKVzNdZaYnWqpRSIwsnfuRzFg594vUMjLdjGW7o5oW7SqrXKF5ykO/CowCVFDEelg+gYk9hHDRgw+BAIqxBxsJfw0YIETMNZEyFzOSeV4gQ4m9PVYJVtjMdnls86pRsAGvBzWT3O3yLh7/MTt1zNI7OqVLOqcz+kDf/lorzWsMetnn2Rl6RWRNHdzb+vpfl8+zQuen6589K7SwkPcqufcoZwancIf+/stXl1tPNmfTB3REH7n/Q7qgt3yCoP/FPd4Qm69R4gcw/rzuq2C7Om8w3nhUWX5aPMUEZnAfD/m+H2MZK1hHjfd9g/f4hM/akrandTV/KNVGCs80fgut/x2qeqs6</latexit><latexit sha1_base64="M4sKU7RgrENwrzInyQn2DnCI3UQ=">AAACvHichVHLThRBFD20IDiijLIxYdNxgnEDuT0xkZhAiLoggQUPhyGZHjrdTc1MZfqV7ppJsNM/wA+4cAUJIYRvcOWGH3DB2pVRV5i4ceGdno4vot5OV50695xbt6qcyJOJIroY0a6Njl0fn7hRujl56/ZU+c7d7STsxa6ouaEXxjuOnQhPBqKmpPLEThQL23c8UXe6zwb5el/EiQyDF2o/Ek3fbgeyJV1bMWWV64u62YptN60+z9K1TBe7aVU3O7ZKVzNdZaYnWqpRSIwsnfuRzFg594vUMjLdjGW7o5oW7SqrXKF5ykO/CowCVFDEelg+gYk9hHDRgw+BAIqxBxsJfw0YIETMNZEyFzOSeV4gQ4m9PVYJVtjMdnls86pRsAGvBzWT3O3yLh7/MTt1zNI7OqVLOqcz+kDf/lorzWsMetnn2Rl6RWRNHdzb+vpfl8+zQuen6589K7SwkPcqufcoZwancIf+/stXl1tPNmfTB3REH7n/Q7qgt3yCoP/FPd4Qm69R4gcw/rzuq2C7Om8w3nhUWX5aPMUEZnAfD/m+H2MZK1hHjfd9g/f4hM/akrandTV/KNVGCs80fgut/x2qeqs6</latexit><latexit sha1_base64="M4sKU7RgrENwrzInyQn2DnCI3UQ=">AAACvHichVHLThRBFD20IDiijLIxYdNxgnEDuT0xkZhAiLoggQUPhyGZHjrdTc1MZfqV7ppJsNM/wA+4cAUJIYRvcOWGH3DB2pVRV5i4ceGdno4vot5OV50695xbt6qcyJOJIroY0a6Njl0fn7hRujl56/ZU+c7d7STsxa6ouaEXxjuOnQhPBqKmpPLEThQL23c8UXe6zwb5el/EiQyDF2o/Ek3fbgeyJV1bMWWV64u62YptN60+z9K1TBe7aVU3O7ZKVzNdZaYnWqpRSIwsnfuRzFg594vUMjLdjGW7o5oW7SqrXKF5ykO/CowCVFDEelg+gYk9hHDRgw+BAIqxBxsJfw0YIETMNZEyFzOSeV4gQ4m9PVYJVtjMdnls86pRsAGvBzWT3O3yLh7/MTt1zNI7OqVLOqcz+kDf/lorzWsMetnn2Rl6RWRNHdzb+vpfl8+zQuen6589K7SwkPcqufcoZwancIf+/stXl1tPNmfTB3REH7n/Q7qgt3yCoP/FPd4Qm69R4gcw/rzuq2C7Om8w3nhUWX5aPMUEZnAfD/m+H2MZK1hHjfd9g/f4hM/akrandTV/KNVGCs80fgut/x2qeqs6</latexit><latexit sha1_base64="M4sKU7RgrENwrzInyQn2DnCI3UQ=">AAACvHichVHLThRBFD20IDiijLIxYdNxgnEDuT0xkZhAiLoggQUPhyGZHjrdTc1MZfqV7ppJsNM/wA+4cAUJIYRvcOWGH3DB2pVRV5i4ceGdno4vot5OV50695xbt6qcyJOJIroY0a6Njl0fn7hRujl56/ZU+c7d7STsxa6ouaEXxjuOnQhPBqKmpPLEThQL23c8UXe6zwb5el/EiQyDF2o/Ek3fbgeyJV1bMWWV64u62YptN60+z9K1TBe7aVU3O7ZKVzNdZaYnWqpRSIwsnfuRzFg594vUMjLdjGW7o5oW7SqrXKF5ykO/CowCVFDEelg+gYk9hHDRgw+BAIqxBxsJfw0YIETMNZEyFzOSeV4gQ4m9PVYJVtjMdnls86pRsAGvBzWT3O3yLh7/MTt1zNI7OqVLOqcz+kDf/lorzWsMetnn2Rl6RWRNHdzb+vpfl8+zQuen6589K7SwkPcqufcoZwancIf+/stXl1tPNmfTB3REH7n/Q7qgt3yCoP/FPd4Qm69R4gcw/rzuq2C7Om8w3nhUWX5aPMUEZnAfD/m+H2MZK1hHjfd9g/f4hM/akrandTV/KNVGCs80fgut/x2qeqs6</latexit>
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Quantification of cell boundary shape by 
image processing



Scaling
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Comparison of power spectrum generated 
by various models

Edwards-Wilkinson Turing Buckling
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Buckling: 
Euler-Bernoulli model

• Force balance between friction, load and bending elasticity

0 = − μ
∂h
∂t

− P
∂2h
∂x2

− EI
∂4h
∂x4

Friction Bending 
elasticity

Load

h(x)

x



Implementation of EW equation in 
MDCK cells

• Smoothing: minimization of tight junction length

• Noise: effect of myosin puncta?

�h

�t
= dh

�2h

�x2
+ �(x, t)
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Detection of external force at cell-cell junction

•  antibody: 
detection of 
tensile force to 
tight junction
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Increased interdigitation and increased puncta number
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Phosphorylation of myosin 
puncta
pS19-MLC:ZO-1 ppT18S19-MLC:ZO-1 MHC-B:ZO-1 



Decrease of interdigitation by inhibition of myosin 
function
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Change of phosphorylation status by myosin 
inhibitors

• Consistent with the effect 
of Blebbistatin and 
Y-27632
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Actin inhibitor does not affect scaling property
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Myosin puncta dynamics at tight junction

• Is myosin puncta pushing or pulling the tight junction?
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Effect of barrier function by 
changing intedigitation

• Trans- Epithelial Resistance (TER)

• Decreased interdigitation > 
increased resistance
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Interdigitation formation in vivo

• Still unclear…
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Oscillatory dynamics pervades the universe, appearing in systems on all scales. It can be studied within the frameworks of either
autonomous or nonautonomous dynamics. Autonomous dynamical systems serve as mathematical models for the time-evolution of the
states of isolated physical systems, whereas non-autonomous dynamics describes open systems subjected to external driving with time-
varying parameters. While autonomous dynamics can be studied within the long-time asymptotic framework, including asymptotic stability,
we will argue that this framework can be inadequate or unsuitable when investigating open systems and studying the parameter-
dependence of their stability. We will provide a new framework for non-autonomous oscillatory dynamics, within which we can define
intermittent phenomena such as intermittent phase synchronisation, evaluated as the stability of phase interactions.

We will briefly address the question of how to effectively analyse time series measured from open oscillatory systems operating on
multiple timescales and with time-variable characteristic frequencies that enable explicit tracking of time-localised dynamical behaviour, as
opposed to the traditional framework for dynamics analysis focused on time-independent dynamical systems and based on long-term
statistics. Methods to extract modes, their coherences and couplings from measured data will be also presented.

We will then discuss imperfect biological clocks manifesting on scales of days, known as circadian or bi-circadian rhythms, metabolic
oscillations acting on minutes’ scales related to glucose and oxygen metabolism, to seconds’ scales related to vascular motion, respiration,
and heartbeat, to millisecond scales related to brain waves. Recent works on behavioural rhythms and rhythms related to cardiovascular and
brain interactions in ageing will be reviewed.

Imperfect clocks that govern mammalian physiological functions –an overview from circadian to milliseconds scales

Aneta Stefanovska (Physics Department, Lancaster University, Lancaster, UK)



Imperfect clocks that govern mammalian physiological
functions

An overview from circadian to milliseconds scales

Aneta Stefanovska
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Observation Modelling

Analysis Applications
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Recording simultaneous 
signals on multiple scales:

- Cardiovascular system (ECG, respiration)

- Brain (EEG, NIRS)

- Blood flow (LDF)

- Blood oxygenation (NIRS, ORS)

- Sympathetic nerve activity

- Cell metabolism (fluorescence)

- Cell membrane potential

- Ion channels

- Oscillations on liquid helium

Physical principles:

- Physical and mathematical models

- Non-autonomous dynamics

- Physics of ion channels

- Brain dynamics

- Glassy states in coupled oscillators 

- Kuramoto model with time-varying 

parameters

- Chronotaxic systems

Methods to cope with time-
varying properties

- Time-frequency analysis

- Wavelet phase coherence

- Nonlinear mode decomposition

- Ridge extraction

- Bispectral analysis

- Mutual information

- Coupling functions

- Multiscale oscillatory dynamics analysis 

(MODA) toolbox

- Anaesthesia

- Autism

- Autonomic nervous system

- Cancer

- Dementia

- Diabetes

- Heart failure

- Hypertension

- Hypoxia

- Intracranial pressure

- Malaria

- Secure communications

Nonlinear and Biomedical 
Physics Group
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Outline

1 Measurements on different timescales and size scales
Cardiovascular system
Brain dynamics
Cell metabolic oscillations
Circadian rhythms

2 A new framework for non-autonomous oscillatory dynamics
Oscillators and phase
Synchronisation and its quantification
Autonomous and non-autonomous systems
Non-autonomous dynamics: Chronotaxic systems

Time-varying frequency forcing

3 Time-series analysis methods
Time-dependent dynamics; interactions
The need for logarithmic frequency resolution

Mutiscale oscillatory dynamics analysis – MODA

4 Applications
Ageing

Ageing of interactions
Coherence, ageing and treated hypertension
Ageing of the neurovascular unit

Methamphetamine

5 General summary
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Measurements on different timescales and size scales Cardiovascular system

Heart rate

Cardiac frequency over time, mainly known as heart rate variability (HRV).

Studied as a stochastic, a chaotic, or a discrete process.

Can also be seen as the instantaneous frequency of the oscillatory cardiac pump,
modulated by many other interacting oscillatory processes within the cardiovascular system.
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Measurements on different timescales and size scales Cardiovascular system

Interactions with the respiration

The respiration modulates the cardiac frequency

M Bračič Lotri, A Stefanovska “Synchronization and modulation in the human cardiorespiratory system”. Physica A 283: 451–461, 2000.
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Measurements on different timescales and size scales Cardiovascular system

Cardiovascular oscillations

A Stefanovska, “Coupled oscillatros: complex but not complicated cardiovascular and brain interactions”, IEEE Eng Med Biol Mag 26, 25–29, 2007.
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Measurements on different timescales and size scales Brain dynamics

Oscillatory processes in the brain

J Bjerkan, G Lancaster, B Megli, J Kobal, TJ Crawford, PVE McClintock, A Stefanovska, “Aging affects the phase coherence between spontaneous
oscillations in brain oxygenation and neural activity”, Brain Res Bull 201: 110704, 2023.
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Measurements on different timescales and size scales Cell metabolic oscillations

Cell metabolism

G Lancaster, Y F Suprunenko, K Jenkins, and A Stefanovska “Modelling chronotaxicity of cellular energy metabolism to facilitate the identification of
altered metabolic states,” Scientific Reports 6, 29584, 2016; J Rowland Adams, and A Stefanovska “Modeling cell energy metabolism as weighted
networks of non-autonomous oscillators,” Frontiers in Physiology 11, 613183, 2021.
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Measurements on different timescales and size scales Circadian rhythms

What happens when the circadian clock is removed?
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Measurements on different timescales and size scales Circadian rhythms

What did we learn from the measurements?

Oscillatory activity on many timescales: from circadian to fast brain oscillations

Oscillatory processes interact – by mutually modulating their amplitudes and
frequencies

To better understand their interactions and couplings we need simultaneous
measurements of relevant biological/physiological/neurophysiological processes

Frequency intervals of cardiovascular oscillations and brain waves

Link
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A new framework for non-autonomous oscillatory dynamics Oscillators and phase

Oscillators and phase

Cyclic processes, a.k.a. oscillators, are ubiquitous across all scales: e.g. beating of heart,
respiration, neuron impulses, planetary orbits.

Positions along cycle are calibrated by an angular variable θ ∈ [0, 2π) called phase.

For oscillators with constant natural frequency f , phase θ is calibrated so that

instantaneous angular velocity θ̇(t) = angular frequency 2πf

Oscillators can have modulated natural frequency f (t), with slow dependence on t, in
which case

θ̇(t) ≈ 2πf (t)
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A new framework for non-autonomous oscillatory dynamics Synchronisation and its quantification

Synchronisation and its quantification

Oscillator network: a collection of oscillators that can influence each other.

Synchronisation in an oscillator network:

the oscillators have different natural frequencies,

and yet (due to their interactions with each other) they progress through their
respective cycles at the same rate.

Quantifying the level of synchronisation among N oscillators:

Kuramoto order parameter r(t) :=
1

N

∣∣∣∣∣
N∑
j=1

e iθj (t)

∣∣∣∣∣ ∈ [0, 1]

r(t) ≈ 1 ⇐⇒ at time t, a large proportion of the oscillators’ phases
are closely aligned with each other
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A new framework for non-autonomous oscillatory dynamics Autonomous and non-autonomous systems

Autonomous and non-autonomous systems

Autonomous differential equations

dx(t)

dt
= f (x(t))

describe closed systems: incorporate no influence from external forces that can vary
over time.

More realistic framework for many situations: non-autonomous differential equations
(Kloeden and Rasmussen, Nonautonomous Dynamical Systems (2011)).

dx(t)

dt
= ft(x(t))

If time is not taken explicitly into account, their behaviour is often misinterpreted as
noise.
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A new framework for non-autonomous oscillatory dynamics Autonomous and non-autonomous systems

Non-isolated systems usually treated as autonomous

The conventional mathematical modelling assumption that a system can be described by an
autonomous differential equation represents the physical assumptions that

The system can be treated either as entirely isolated from the rest of the universe, or

At least as being unable to have any interaction with its environment apart from the
dissipation of energy into its environment.
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A new framework for non-autonomous oscillatory dynamics Autonomous and non-autonomous systems

Going outside the classical “(t → ∞)-behaviour of a
dynamical system” framework

Most systems are significantly influenced by their time-evolving environment.
→ makes autonomous-dynamical-system model inappropriate.

All approaches based on behaviour of solutions as t →∞ have the limitation that –

for many systems, environmental influences cannot realistically be modelled as
approximately following any given infinite-time deterministic or statistical behaviour!

This naturally motivates a theory of finite-time dynamical systems

– i.e. dynamical systems that have a start and an end.

This has been a recently growing area of study in dynamical systems theory.

P Kloeden, M Rasmussen, Non-autonomous Dynamical Systems, Springer, 2011.
J Newman, M Lucas, and A Stefanovska, Stabilization of cyclic processes by slowly varying forcing, Chaos 31:
123129, 2021.
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A new framework for non-autonomous oscillatory dynamics Non-autonomous dynamics: Chronotaxic systems

Chronotaxic systems: Stability of non-autonomous
interacting systems

A new class of non-autonomous oscillators:
chronotaxic systems (from chronos – time and taxis – order).

Suprunenko, Clemson and Stefanovska, PRL (2013); PRE (2014)

Their definition is based on the following concepts –

1) Non-autonomous systems

2) Time-dependent point attractor (driven steady state)
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A new framework for non-autonomous oscillatory dynamics Non-autonomous dynamics: Chronotaxic systems

Systems that can stabilise their rhythms

Conventional limit cycle oscillators:

A phase shift does not decay and does not grow, it stays the same.

A phase can be easily perturbed by any external perturbations.

A frequency can be changed by the smallest continuous perturbation.

Conventional: α̇ = ω + ξ New: α̇ = F (α, t) + ξ

α is phase; gray – unperturbed (ξ = 0); black – perturbed.
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A new framework for non-autonomous oscillatory dynamics Non-autonomous dynamics: Chronotaxic systems

Chronotaxic systems: Chronotaxic limit cycle

Conventional limit cycle oscillators, e.g. in
polar coordinates (r , α)

ṙ = −εr (r − r0) ,
α̇ = ω,

are described by a phase α with zero
characteristic Lyapunov exponent.

In chronotaxic systems –

By requiring that the amplitude is stable, all points must converge to a closed, isolated trajectory – a
limit cycle.
For the frequency to resist perturbations, once on the limit cycle the phase must be attracted to a
time-dependent point attractor.
Together these requirements for phase and amplitude create a chronotaxic limit cycle.
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A new framework for non-autonomous oscillatory dynamics Non-autonomous dynamics: Chronotaxic systems

Time-varying frequency forcing

M Lucas, J Newman, and A Stefanovska, “Stabilisation of dynamics of oscillatory systems by
non-autonomous perturbation”, Phys Rev E, 97: 042209, 2018.

Let us consider this model – {
ṙ = ε (rp − r) r

θ̇ = ω0 + γ sin(θ − θ1(t))

θ̇1 = ω1(1 + kf (ωmt))

where f is an arbitrary function bounded in [-1,1] set to a sine for clarity and simplicity. k
controls the modulation amplitude.
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A new framework for non-autonomous oscillatory dynamics Non-autonomous dynamics: Chronotaxic systems

The synchronisation region is widening

The synchronisation region (blue,
i.e. λ1 < 0) increases as the
amplitude of the modulation k is
increased (top to bottom)a.

The system is more stable when
the frequency is time-varying

The stronger the modulation, the
more stable the system

a
Synchronization occurs when the interaction is stable:

then the phase difference is bounded, or
the Lyapunov exponent is negative

20 / 38



A new framework for non-autonomous oscillatory dynamics Non-autonomous dynamics: Chronotaxic systems

Is the effect present in networks?

Let us consider a generic driven network of N identical phase oscillators θi with frequency ω,

θ̇i = ω + D
N∑
j=1

Aij sin(θi − θj ) + γ sin(θi − θ0(t)),

for i = 1, . . . ,N, with coupling constant D. Each oscillator is driven with strength γ by the same
external oscillator θ0(t) with time-varying frequency

θ̇0 = ω0[1 + kf (ωmt)],

where ω0 is the non-modulated frequency, f is a bounded function, and k and ωm are the
amplitude and frequency of the frequency modulation.
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A new framework for non-autonomous oscillatory dynamics Non-autonomous dynamics: Chronotaxic systems

Yes, stability region increases with amplitude of
non-autonomicity k

M Lucas, D Fanelli, and A Stefanovska, “Non-autonomous driving induces stability in network of
identical oscillators”, Phys. Rev. E 99: 012309, 2019.
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Time-series analysis methods Time-dependent dynamics; interactions

So, how to analyse non-isolated systems and time-series
recorded from them?

Physical systems in the real world subject to ongoing external forcing will generally
exhibit bounded, non-static behaviour

Cyclic or oscillatory processes within the system

Time-dependent dynamics appears to be highly complex and noise-like when
analysed under the assumption of stationarity.

Analysing time-series in sufficiently high dimensions, considering both the frequency
and time domains, and with the possibility of time-variability in mind, is essential to
identifying time-dependent components.

Time-dependent dynamics is extremely common in natural systems. Much of what
we consider to be noise might actually be understandable and informative
non-autonomous determinism!

An important role in the functioning of a system is played by interactions between
oscillatory processes within the system (which may be of a time-dependent nature
as well)
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Time-series analysis methods The need for logarithmic frequency resolution

The need for logarithmic frequency resolution

S J K Barnes, J Bjerkan, P T Clemson, J Newman, and A Stefanovska, Phase coherence – A time-localized
approach to studying interactions, Chaos 34: 073155, 2024.
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Time-series analysis methods The need for logarithmic frequency resolution

Non-autonomous deterministic oscillations

The mean field of n = 10 non-autonomous oscillators with a single natural frequency,
aperiodically modulated. The oscillators evolve in time according to the equation

f (t) = 5.5 Hz + 4.51 Hz sin
(
2π10−2t + sin(10.8π10−2t)

)
.

Other methods, like complexity analysis or autocorrelation function, also fail to identify the
time-localised nature of the dynamics.
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Time-series analysis methods The need for logarithmic frequency resolution

Mutiscale oscillatory dynamics analysis

For analysis of experimental time-series data arising from nonlinear, nonautonomous, multiscale systems,
a finite-time methodology is needed to distinguish prominent, functionally important oscillatory
components from noise.
Algorithms available in MODA https://github.com/luphysics/MODA.

Described in

A Bandrivskyy, A Bernjak, P V E McClintock, and A Stefanovska, “Wavelet phase coherence analysis: application to skin temperature and blood
flow”, Cardiovasc Eng 4: 89, 2004.
L W Sheppard, A Stefanovska, and P V E McClintock, “Detecting the harmonics of oscillations with time-variable frequencies”, Phys Rev E 83:
016206, 2011.
D Iatsenko, PVE McClintock, A Stefanovska “Extraction of instantaneous frequencies from ridges in timefrequency representations of signals”,
Signal Proc 125: 290–303, 2016.
P Clemson, G Lancaster, and A Stefanovska, “Reconstructing time-dependent dynamics”, Proc IEEE 104: 223–241, 2016.
T Stankovski, T Pereira, P V E McClintock and A Stefanovska “Coupling functions: Universal insights into dynamical interaction mechanisms”,
Rev. Modern Phys. 89: 045001, 2017.
G Lancaster, D Iatsenko, A Pidde, V Ticcinelli, and A Stefanovska, “Surrogate data for hypothesis testing of physical systems”, Phys Rep 748: 1,
2018.
J Newman, A Pidde, A Stefanovska “Defining the wavelet bispectrum”, Appl Comput Harmon Anal 51: 171–224, 2021.
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Time-series analysis methods The need for logarithmic frequency resolution

Low-dimensional deterministic networks seem to yield noise

Coupling analysed using wavelet bispectra. The network coupling strengths A are
(a) 0, (b) 5 and (c) 10.

Low-dimensional networks of
deterministic nonautonomous
oscillators can generate signals
which, when treated within the
stochastic dynamics approach, are
commonly characterised as noise.
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Applications Ageing

Ageing at a system level

ECG and blood flow in capillary bed in a young and an older
subject, and general trends as function of ageing

From: Cox, L. S., Mason, P. A., Bagley, M. C., Steinsaltz, D., Stefanovska,
A., Bernjak, A., McClintock, P. V. E., Phillips, A. C., Upton, J., Latimer, J.
E., and Davis, T. (2014). ”Understanding ageing: biological and social
perspectives”. In The New Science of Ageing. Bristol, UK: Policy Press

Link .
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https://doi.org/10.51952/9781447314684.ch002


Applications Ageing

Ageing of interactions

Iatsenko et al, Phil Trans R Soc A 371, (2013); Ticinelli et al, Front Physiol 8 (2017);
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Applications Ageing

Coherence, ageing and hypertension

Ticcinelli et al, Frontiers in Physiology 8, 749 (2017)
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Applications Ageing

Ageing of the neurovascular unit

Bjerkan et al, Brain Research Bulletin 201, 110704 (2023)
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Applications Methamphetamine

Effect of methamphetamine on behavioural rhythms

Disruptions to physiological cycles are associated with numerous pathologies.

Attempts to analyse these biological oscillations often overlook key time-localised
characteristics of the data.

We apply time-resolved analysis to investigate changes in behavioural rhythms,
focusing on circadian, ultradian, and circabidian oscillations in Per1/2/3 knockout
(KO) mice following methamphetamine administration.
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Applications Methamphetamine
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Applications Methamphetamine
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Applications Methamphetamine

Implications

Our novel cross-disciplinary approach, integrating physics-based methods with
chronobiology has helped reveal the effect of methamphetamine on the circadian
rhythm and its couplings to other rhythms.

Multiscale, non-stationary dynamics analysis unveils previously hidden aspects of
the circadian, circabidian and ultradian rhythms.

The approach enables precise time-localisation of multiscale oscillations, which is
impossible to achieve using standard time-domain analysis methods such as
actograms.

We reveal changes to the couplings between behavioural modes following
methamphetamine administration.
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General summary

General summary

Imperfect clocks operating on circadian to milliseconds scales mutually interact and
adjust their rhythms.

A chronotaxic, nonautonomous framework is introduced to describe the cyclic
oscillations with non-constant frequencies that appear in living systems on time
scales spanning from days to milliseconds.

Algorithms for time-localised, finite time analyses are available in the software
toolbox MODA.

Many applications are possible, two of which, on ageing at a systemic level and on
studies of circadian rhythmicity, correspond to especially promising ways forward.
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General summary

Thanks

The work has been financially supported by the Engineering and Physical Sciences Research
Council (UK) Grants No. EP/100999X1, EP/M006298/1 and EP/X004597/1, the EU projects
BRACCIA [517133] and COSMOS [642563], the Action Medical Research (UK) project MASDA,
the Slovene Research Agency (Program No. P20232) and the Sony Research Award Programme.

Thank you for your attention!
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General summary
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10 J Bjerkan, G Lancaster, B Meglič, J Kobal, TJ Crawford, PVE McClintock, A Stefanovska, Aging
affects the phase coherence between spontaneous oscillations in brain oxygenation and neural activity,
Brain Res Bull 201: 110704, 2023.

38 / 38



Most organisms exhibit a periodic activity of about 24 hours. This circadian rhythm
is considered to be an adaptation to the fluctuations of the environment. In ants,
individual behaviors, including activity-rest rhythms, is influenced by social
interactions within their colony [1]. However, monitoring individual activity-rest
rhythms in an ant colony is challenging due to their large group size and small body
size. To address this, we developed an image-based tracking system using 2D
barcodes in a monomorphic ant (Fig 1a) and measured the locomotor activity of all
colony members under laboratory conditions [2]. Activity-rest rhythms appeared only
in isolated ants, not under colony conditions (Figure 1b). This suggests that a mixture
of social interactions, not light and temperature, induces the loss of activity-rest
rhythms. These findings contribute to our understanding of the diverse patterns of
circadian activity rhythms in social insects.

References
[1]Fujioka, Haruna, et al. "Ant circadian activity associated with brood care type."Biology

letters 13.2 (2017): 20160743.
[2]Fujioka, Haruna, Masato S. Abe, and Yasukazu Okada. "Individual ants do notshow

activity-rest rhythms in nest conditions." Journal of biological rhythms 36.3(2021): 297-310.

Individual activity-rest rhythms of ants under laboratory colony conditions

Haruna Fujioka (Okayama university)

Figure 1. Tagged and untagged ants (a). The species is Diacamma cf. indicum. 
Different color on their gaster indicates different age. Actogram of worker for 3 
days activity-rest rhythms (b).
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3
Ant room

Alex Wild

(Moore 1998)

(Harker 1956; Roberts 1960)

(Viviani 1997)

(Hoffman 1973;1974)

(Schirmer et al. 2014)

(Omkar et al. 2004)

(Seyfarth 1980)

(Pittendrigh 1967)

(Floessner et al. 2019)

Circadian rhythms are ubiquitous 



Polar regions

Animals in the wild 

4

National Geographic

Constant darkness 

Cavehttps://chigai-allguide.com/wp-content/uploads/
2345333232.jpg

Constant light 
or darkness 

White night

Polar night
Svalbard ptarmigan　

(reviewed in Williams 2015; Beale et al. 2016)



Light - within 10 cm of surface (Tester and Morris 1987)  
Warming effect - only reaches 1 m (Geiger et al. 2003) 

Despite the “arrhythmic” subterranean habitats,  
strong rhythms of activity are exhibited in all studied species of mole rats.

(Tobler et al. 1998; Riccio and Goldman 2000; Oosthuizen et al. 2003; Hart et al. 2004; Schöttner et al. 2006) 

NATIONAL GEOGRAPHIC CREATIVE/ALAMY 
STOCK PHOTO

(Riccio and Goldman 2000)

Sociality
Group-living

Subterranean habitats 



Regulation on circadian rhythms

6

Light

Temperature 

Meal time

Task / Work

Social interaction

Abiotic factors
Biotic factors
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How do social interactions affect 
the daily rhythm?

Social insect

Ant

Division of labor



Division of labor in ant

8

Individuals within a colony perform different tasks. 

Queen
Worker

Reproductive Sterile

Intranidal task
Extranidal task

Nurse Forager 

Task allocation

Division of labor in ant



若齢個体ー集団
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Young worker (Nurse) - solitary Circadian rhythm
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Old worker (Forager) - solitary Circadian rhythm
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Workers show circadian rhythm

- Constant dark (DD) 
- 25℃ 
- Diacamma 
- Isolated from colony

Diacamma cf. indicum

Okinawa, Japan



Tasks and activity rhythms

10

Efficient active-rest patterns to accomplish the tasks may change according to their tasks.

Resource availability

Daily rhythms

Light    Temperature

Bee: Lindauer 1952; Spangler 1972; Kaiser & Steiner-Kaiser 1983; Moore 
et al. 1998; Toma et al. 2000;Moore et al. 2001; Bellusci & Marques 2001; 
Stelzer et al. 2010; Fuchikawa et al. 2007…

Ant: Sharma et al. 2004; Raimundo et al. 2009;  Narendra et al., 2010; 
Piyankarie et al. 2011; Fuchikawa et al. 2014

Foraging

Reproductive

after mating 
around the clock

Ant: Sharma et al. 2004; Lone et al. 2012; Fuchikawa et al. 2014

Bee: Eban-Rothschild et al. 2011

Bee: Bloch and Robinson 2001, Nature

Brood-care

around the clock

Ant: Fujioka et al. 2017, Biol. Lett.

Tasks and activity rhythms



Activity rhythm in nurses

11

Egg Larva
Pupa

Grooming, feeding 

No need intensive careIntensive care

By pairing the nurses with different types of broods,  
I examined whether brood types differently affect nurse activities.

Brood-care is required for all day long. (Bee: Bloch and Robinson 2001, Nature)



Methods｜Image-based tracking

12

Under the dim-red light
(Fujioka et al. 2017, Biol. lett.)

Ant movement was automatically tracked  from the recorded movie.  
I used a difference between background and target image for detection.  

Time

solitary egg larva pupa

Methods｜Image-based tracking



Interaction with brood induce “arrhythmic” 

13

Day 3 

Day 5 

0 12 24 12 0 12 24 12 12 24 12 12 24 12 0 0 

Day 1 

Solitary with eggs with larva

Day 3 

Day 5 

0 12 24 12 0 12 24 12 12 24 12 12 24 12 0 0 

Day 1 

with pupa

Day 3 

Day 5 

0 12 24 12 0 12 24 12 12 24 12 12 24 12 0 0 

Day 1 

(Fujioka et al. 2017)



Result｜Brood-type dependent

14

Nurses showed brood-type 
dependent change under 
the group condition.

(Fujioka et al. 2019, BES)
5 nurses 5 nurses 

+  
eggs

5 nurses 
+  

larvae
5 nurses 

+  
pupae
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Discussion

15

Grooming, feeding 
No need intensive careIntensive care

Pupa

The interaction with the brood was 
 a strong trigger to induce nurses to weakly rhythmic or arrhythmic state.

The differences between caretaking demands

Egg   Larva



Young worker

Brood-care
Old worker

Forage  
outside the nest

Reviewed in Hölldobler and Wilson 1990 
Pachycondyla spp., Myrmecia spp., Aphaenogaster albisetosus, Basiceros manni, 
Eurhopalpthrix heliscata, Messor spp., Myrmica spp., Oligomyrmex spp., Pheidole dentata, 
P. hortensis, P. spp., Pogonomyrmex badius, Pristomyrmex punges, Procryptocerus 
scabriusculus, Solenopsis invicta, Aneuretus simoni, Tapinoma erraticum, Camponotus 
herculeanus, C. ligniperda, Cataglyphis bicolor, Formica sanguinea, F. yessensis, F spp. 
Lasius niger, L. spp., Oecophylla longinoda 

Diacamma: Nakata 1995 
Rhytidoponera metallica: Thomas and Elgar 2003;  
Pheidole dentata: Seid and Traniello 2006; Platythyrea punctata: Bernadou et al. 2015; 
Acromyrmex subterraneus brunneus: Camargo et al. 2007

Task allocation by age



Worker-worker interaction

Social interactions

How do intra-worker interactions alter 
individual worker behavior? 

Interaction with Brood

Worker - Worker



Method｜color tracking
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Old workerYoung worker

The gaster of ant was marked 
by the enamel paints.   

Measured active-rest rhythms using a color-tag tracking system

- Under constant light-on condition

0-30 days> 30 days



Result｜solitary

19

Young worker - solitary Circadian rhythm
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Old worker - solitary Circadian rhythm
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Result｜young worker

20

Young worker - solitary Circadian rhythm
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Circadian rhythmYoung workers -  5 ants
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Result｜old worker
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Old worker - solitary Circadian rhythm
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Arrhythmic activityOld workers - 5 ants
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Question

22

In the colony?

(Fujioka et al. 2019, BES)(Fujioka et al. 2017, Biol. Lett.)

Egg Larva

Arrhythmic activity Arrhythmic activity

Previous studies



Introduction

23

Previous colony-level studies focused on 

- Foraging activity  
- Oxygen consumption, Temperature

difficult to monitor individuals’ activities under the colony condition

I developed the tracking system  

using 2D barcodes in Diacamma ant

Technical issues

Tag    2mm×2mm

Few studies have addressed individuals’ activities.

(Moritz and Kryger 1994)

(e.g., Stelzer et al. 2010)



Method | 2D barcode tag tracking

26

Trajectory of an ant

3 days 259200 data points

60sec * 60min * 24h * 3d

- Omitted the detachment of tags or deaths  

- Omitted data with High missing detection time (>50 %)  

- Traveled distance/sec was larger than 40.0 mm → NA
Time (h)
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Results ｜ Solitary - Colony
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YW: 0-30 days

OW: 30- days

Individuals in colonies (with 
brood) almost totally lost 
active-rest rhythms.

Results ｜ Solitary - Colony
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Turkey HSD

Under constant DD condition
(n = 26) (n = 21) (n = 159) (n = 627)
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YW

Solitary  
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Colony  
YW

Colony 
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To
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Age (weeks)

A B C

D E F

G H I

N = 110 N = 112 N = 194

N = 170 N = 176 N = 88

N = 154 N = 117 N = 129

Activity

There were positive 
relationships between total 
activity and age in all colonies 
except colony D.



Question｜Brood removal
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To further investigate the effect of brood in more naturalistic colony condition,  
I experimentally removed all brood in two colonies (A and B).

Egg Larva Pupa

Colony condition

Arrhythmic activity

Colony condition

Rhythmic activity

Brood removal



Results｜Brood removal
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Both rhythmicity and total activity were significantly lower than control.
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Colony condition

Arrhythmic activity

Solitary ants

- Constant temperature  
- Constant dim-red light

Both colony and solitary conditions

If rhythmicity is affected by light 
or temperature, solitary ants also 
show arrhythmic activities.

Egg Larva Pupa Interaction

Mixture of social interaction

The mixture of social interactions 
reduced active-rest rhythms. 

Active-rest rhythms

Discussion | colony condition
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Arrhythmic activity
Arrhythmic rhythms  
Low activity level

Mixture of social interaction Brood removal

worker-worker Interaction

- Workers retained arrhythmic activity by worker-worker interactions. 

- Workers might react to the amount of work and become an inactive state. 

Brood removal  

Decrease of the 
amount of work ?

=

Brood removal
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Discussion ｜ Foraging habitats
In social insects, it is considered that foragers have clear daily rhythms.
(Apis: Moore 1998; Crailsheim et al. 1996; Bloch and Robinson 2003; Bombus: Stelzer et al. 2010; Pseudomyrmex termitarius, Solenopsis saevissima, and 
Camponotus: Orivel and Dejean 2002; Mildner and Roces 2017; Dinoponera quadriceps: Medeiros, et al. 2014; Atta colombica: Bochynek, et al. 2017; 
Odontomachus chelifer: Raimundo, et al. 2009; Ectatomma ruidum: Passera, et al. 1994; Pheidole pallidula and Tetramorium semilaeve: Retana, et al. 1992; 
Eciton, Nomamyrmex and Neivamyrmex: Hoenle et al. 2019; Solenopsis invicta: Lei et al. 2019)

Floral nectars and pollens
Diversity of food types 

such as arthropods

Bees Ants



Foraging activity in Diacamma 

35

sunrise sunset 

(Win et al. 2018)
(Fuchikawa et al. 2014)

In the wild In the lab. 

Fo
ra

gi
ng

 a
ct

iv
ity

 (t
he

 n
um

be
r o

f t
rip

)

Fo
ra

gi
ng

 e
ffi

ci
en

cy

th
e 

nu
m

be
r o

f f
or

ag
er

s 
ou

ts
id

e 
ne

ts

Time of day

Te
m

pe
ra

tu
re

Colony-level foraging activities = Individual-level activity?  

My results suggested that foragers showed all-day-long activities. 
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In mammals, the suprachiasmatic nucleus (SCN) plays a crucial role in the timing of physiology and behavior, such as sleep/wakefulness.
In the SCN, several neurotransmitters are involved in the neuronal network. The receptors for these neurotransmitters are coupled with G-
proteins and second messenger signaling pathways, including cAMP and Ca2+. Pharmacological studies suggest that in the SCN,
intracellular cAMP and Ca2+ are involved in the input and/or output of the molecular circadian clock and/or in the circadian oscillations
within the SCN. However, the functional roles and dynamics of cAMP and Ca2+ within the SCN neuronal network remain largely unclear.

To investigate the functional roles of cAMP, we first visualized the spatiotemporal pattern of circadian rhythms of cAMP in the SCN using
bioluminescent cAMP probes (Okiluc-aCT) that we recently developed (Ono et al., 2023, Science Advances). For comparison, we also
visualized the rhythm patterns of Ca2+ using the fluorescent Ca2+ probe (GCaMP6s). Blocking the function of the neural network in the SCN
slice resulted in the loss of circadian rhythms of cAMP, whereas circadian rhythms of Ca2+ persisted but decreased in amplitude. These
results suggest that in the SCN, circadian rhythms of cAMP are regulated by the neural network, while circadian rhythms of Ca2+ are
regulated by both intracellular mechanisms and neural networks.

To further understand these cytosolic events and their relation to the circadian clock, we used Bmal1-deficient mice that show arrhythmic
behavior under constant conditions. We confirmed the presence of circadian rhythms of PER2::LUC in the SCN of Bmal1-deficient mice, as
previously reported (Ko et al., 2010, PLoS Biology). These rhythms exhibited the three key aspects of the circadian clock: autonomous
oscillation, temperature compensation, and entrainment. Additionally, we observed cAMP and Ca2+ rhythms in the SCN of these animals.
These results suggest that Bmal1 is not essential for circadian rhythms in the SCN.

Cytosolic circadian rhythms in the mammalian central circadian clock

Daisuke Ono (Nagoya University, Japan)
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The beginning of circadian rhythm research

De Mairan (1729)

Jean-Jacques d’Ortous de Mairan (1678–1771).

Mimosa pudica



Measurement of human circadian rhythms

Jurgen Aschoff (1913-1998)

Wever. Springer. 1979



Circadian rhythm in many lives on the earth

Mice

Birds

Fishes

Flies

Fungi

Bacteria

Plants

Clock gene



BMAL1 CLOCK

Per, Cry
E-box

Reb-erbα

RRE  

Bmal1

PER CRY

REB-ERBα

Transcriptional repression

E-box

Transcriptional activation

Inter-locked negative feedback loop

Firefly luciferase (PER2::LUC mice)



The mammalian circadian clock mechanism are distributed throughout the body

Suprachiasmatic nucleus (SCN)
PER2::LUC mice

Petri dish

Yoo et al., 2004 PNAS



SCN lesion

The central circadian clock located in the suprachiasmatic nucleus (SCN)

Local time (h) Local time (h)

Suprachiasmatic nucleus
(SCN)

Ono et al., 2015 E.J.N.



The central circadian clock located in the suprachiasmatic nucleus (SCN)

Suprachiasmatic nucleus
(SCN)

≈24 hours



Suprachiasmatic nucleus
(SCN)

Dispersed SCN cells SCN slice

Ono et al., 2013 Nat. Commun.

The central circadian clock located in the suprachiasmatic nucleus (SCN)



Synchronization of cellular circadian rhythms in the SCN

Suprachiasmatic nucleus

E-box

Transcription-translation feedback loop
(TTFL)

PER   CRY

BMAL1 CLOCK

Transmitters

Transmitters

TTFL TTFLCytosolCytosol

cAMP, Ca2+ 

?

?



Development of new cAMP bioluminescent probe (Okiluc-aCT)

Stenocladius flavipennis
Pyrocoelia matsumurai (沖luc)



Characteristics of Okiluc-aCT in the HEK cells and SCN neurons



Time-laps imaging

Recording of cAMP and Ca2+ in the SCN slice



Okiluc-aCT (cAMP) GCaMP6s (Ca2+)

59min (Okiluc-aCT) → 3sec (GCaMP6s), every 1hour

Development of new cAMP bioluminescent probe (Okiluc-aCT)



cAMP and Ca2+ might have different functions for the circadian rhythms in the SCN

Circadian cAMP and Ca2+ rhythms in the SCN



Circadian cAMP and Ca2+ rhythms in the SCN under TTX application

TTX (sodium channel blocker) → shutting down of neuronal networks in the SCN

Circadian rhythms are observed → It is regulated by intracellular mechanisms

Circadian rhythms are NOT observed → It is regulated by neuronal networks



Circadian cAMP and Ca2+ rhythms in the SCN under TTX application

Okiluc-aCT (cAMP) GCaMP6s (Ca2+)

TTX (sodium channel blocker) → shutting down of neuronal networks in the SCN

Circadian cAMP rhythms in the SCN are driven by action potential dependent mechanisms



VPAC2

AC

ATP cAMP

Gs

VIP

Neuropeptidergic signaling in the SCN



Okiluc-aCT (cAMP) GCaMP6s (Ca2+)

Excessive amount of VIP application (1 μM)

Circadian cAMP and Ca2+ rhythms in the SCN under VIP application

Circadian cAMP rhythms in the SCN are driven by VIP



Optical recording of the VIP release in the SCN

(G-protein-coupled receptor
-activation-based VIP sensor)

Dr. Yulong Li

VIP release in the SCN shows circadian rhythms
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GRAB PER2::LUC
(TTFL)

VIP1.0

TTX (sodium channel blocker) → shutting down of neuronal networks in the SCN

Neuronal activity is critical for the circadian rhythms of VIP release in the SCN

Circadian VIP release and PER2::LUC rhythms in the SCN under TTX application

(VIP release)



Circadian cAMP dynamics in the SCN are modulated by VIP and adenosine

IB-MECA: Adenosine receptor agonist

Circadian cAMP and Ca2+ rhythms in the SCN under adenosine receptor agonist

Jagannath et al., 2021



+ VPAC2 antagonist
+ Adenosine A2A antagonist

Dish type luminometer (Kronos)

Circadian cAMP rhythms in the SCN are regulated by the rhythmic release of VIP, not adenosine

Circadian cAMP rhythms in the SCN slice under VIP or adenosine receptor antagonists



？



Optical manipulation of intracellular cAMP in the SCN slice

Circadian phase-dependent manipulation of cAMP shifts circadian rhythms in the SCN slice

bPAC: photoactivatable adenylyl cyclase



Locomotor activity 
(IR sensor)

Optical manipulation of intracellular cAMP in the SCN in vivo

Optical manipulation of intracellular cAMP shifts circadian behavioral rhythms



Summary 1

• Intracellular cAMP rhythm in the SCN is regulated by VIP-dependent neuronal networks.

• The network-driven cAMP rhythm coordinates circadian molecular rhythms in the SCN 
and behavioral rhythms.

Ono et al., 2023 Science Advances
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We present the synthesis and multifaceted applications of Giant Unilamellar Vesicles (GUVs)
in cellular modeling and the development of advanced materials. GUVs, known for their capacity
to mimic cell membranes, are synthesized through a phase transfer method using self-
assembling amphiphilic molecules that form bilayers, creating isolated environments ideal for
both biological and material science experiments. In the realm of cellular modeling, GUVs are
utilized to replicate complex cellular behaviors, such as enzymatic reaction networks, signal
transduction, and self-division, offering a simplified yet dynamic model to explore fundamental
biological processes and the mechanisms underlying cellular communication. The reconstitution
of photoswitchable amphiphilic molecules within GUV membranes, also enable the modulation
of membrane properties in response to external stimuli like light. This development is pivotal for
creating stimulus-responsive biomimetic systems that have potential applications in smart drug
delivery and biocompatible devices. Concurrently, these vesicles can serve as microreactors for
the controlled synthesis of novel materials, including Metal-Organic Frameworks (MOFs) like
Zeolitic Imidazolate Frameworks 8 (ZIF-8). The unique environment provided by GUVs may allow
for precise control over the nucleation and growth of these crystalline structures, leading to
materials with potential applications in catalysis, drug delivery, and gas storage.

Synthesis and Application of Giant Unilamellar Vesicles for Cellular Modeling and Advanced Materials

Federico Rossi (Department of Physical Sciences, Earth and Environment, University of Siena, Italy)
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“Bottom-up” assembly of synthetic cells

“synthetic”
cell

• biological parts, circuits
• biological genome

+
• chassis 

Assembly from molecules
• synthetic molecules
• proteins, nucleic acids
• lipids

Synthetic Minimal Cells

À la carte design and construction
of “synthetic cells”

-- not necessarily alive --
for biotechnological applications

(example: intelligent drug delivery systems)

- Stano, P. Minimal Cellular Models for Origins-of-Life Studies and Biotechnology. in The Biophysics of Cell Membranes 177–219 (2017). 
- Caspi, Y. & Dekker, C. Divided we stand: splitting synthetic cells for their proliferation. Syst Synth Biol 8, 249–269 (2014).

T-D B-U



“Bottom-up” assembly of synthetic cells

- Stano, P. Minimal Cellular Models for Origins-of-Life Studies and Biotechnology. in The Biophysics of Cell Membranes 177–219 (2017). 
- F.R:. et al. Current Directions in Synthetic Cell Research. in Advances in Bionanomaterials 141–154 (2018).

only reconstruct a living cell, but also create an unnatural system
to discover new possible life forms and develop new exciting
applications.

The fundamental thinking to construct a bottom-up artificial
cell can be summarized as the compartment of biochemistry
networks, including gene replication, transcription, translation,
metabolism, and signal transmission. The complicated reaction
networks should be kept in a strictly organized and efficient state
in a tiny space. Therefore, the compartment is a key process, as a
cell mimic should not only be physically separated from the
environment to form an independent individual but still keep in
touch with the outside. Up to now, several materials have been
applied to encapsulate the cell-free system. Lipids are most
similar to the natural membrane, thus widely utilized to
construct artificial cells (Noireaux and Libchaber, 2004 ; van
Nies et al., 2018 ). Furthermore, other functional materials,
such as polymers (Huang et al., 2013 ; Ugrinic et al., 2018 ),
hydrogels (Park et al., 2009 ; Lai et al., 2019 ), and coacervates
(Sokolova et al., 2013 ; Dora Tang et al., 2014 ), are also developed
to meet new requirements. These compartments have provided a
relatively stable interior and also enabled the communication
between inside and outside (Shen et al., 2018 ; Lai et al., 2019 ).

As there is no clear and pervasive criterion for living, an
artificial cell is usually synthesized to resemble one or more
functions of a living cell and may differ from each other.
Nonetheless, the ultimate goal is to reproduce cellular function
and customize artificial cells based on personal application. The
construction of bottom-up artificial cells has achieved significant
progress since the 21st century. Simple biological functions can be
realized inside a confined environment, including but not limited
to the protein synthesis (Noireaux et al., 2005 ; Park et al., 2009 ),
photosynthesis (Lee et al., 2018 ; Berhanu et al., 2019 ), membrane
proliferating and division (Matsuo et al., 2019 ), and signal
transmission (Niederholtmeyer et al., 2018 ; Joesaar et al., 2019 ).

However, as natural cells are quite different from each other and
capable of diverse life activities, it would be impossible to mimic
every specific function. An effective strategy is to rebuild the
functional networks by combining several basic blocks, just like
Lego. In this case, people could create what they need through a
standardizedmethod. From the common ground of natural cells, the
basic functions could be summarized into four aspects: substance
metabolism, energy supplement, proliferation, and communication.
Generally, the substance metabolism promotes dynamic
communication among substrates, thus providing the material
base for life. As most life activities are energy dissipative, it is
crucial for the artificial cell to gain sufficient energy to support its
functions. Another specific characteristic of a living system is the
ability of proliferation, that is, to grow, copy themselves, and split.
There seem to be three distinctive processes, but they should be
considered as a whole for their equally critical efforts toward the
subsequent generations. Moreover, an artificial cell should also have
the ability to exchange information with and respond to the
environment or other living systems. Based on the
communication, it may adjust the internal activities, which paves
the way for the adaptive evolution toward a real living system
(Szostak et al., 2001). In the following context, we mainly focus
on the latest development of these function modules, the basic

principles of construction, and their development in the future. Then
we discuss their combination toward a complex artificial cell. Here
we demonstrate that the unity should observe several disciplines to
realize efficient synergistic behaviors. Through the integration of
these four modules, one can realize the full complexity of a living cell
in a methodical way or even customize the artificial cell with
unnatural functions (Figure 1).

2 MODULARIZATION

2.1 Substance Metabolism
Metabolism describes the overall biochemical reactions in a living
organism, which meets the essential material requirement for
survival and provides conditions for advanced functions, such as
communication. In this case, the construction of metabolism
inside an artificial cell is significant and endows the tiny
compartment with various functions as a living cell. Here we
mainly focus on the substance conversion that happens in
biological processes, such as the synthesis of macromolecules,
and argue how to construct effective substance metabolism in an
artificial cell (Figure 2, Substance metabolism).

2.1.1 Cell-free Protein Synthesis System
Synthesizing proteins is crucial for living cells, as these
biomacromolecules take a significant role in almost all cellular

FIGURE 1 | Bottom-up construction of artificial cells based on the
functions. Considering the inherent complexity of living cells, constructing
artificial cells through various functional modules seem feasible. The effective
assembly of these modules can finally perform specific functions, such
as chemical production, division and differentiation, or communication.
Conversely, the desired functions can instruct the creation of various new
modules. In this case, the customization of artificial cells based on the desired
functions might eventually be realized.

Frontiers in Molecular Biosciences | www.frontiersin.org November 2021 | Volume 8 | Article 7819862

Wang et al. Functional Artificial Cell

1. Elani, Y. Biochemical Society Transactions 44, 723–730 (2016).Wang, C., et al. Frontiers in Molecular Biosciences 8, 781986 (2021).



Giant Unilamellar vesicles (5-100 μm)

- Water in Water compartments
- Host reactors for chemical and 

biochemical processes
- Tunable permeability
- Lipids, fatty acids, polymers, etc.

KEEP THE SYSTEM FAR FROM EQUILIBRIUM STIMULI-RESPONSIVE MEMBRANES



Self-organizing chemical processes

Activation

Inhibition

Nonlinear kinetics
(e.g. autocatalysis)

Oscillations Pattern formation

mechanical work by attaching the gel to a weight or wall,
against which it expands and contracts. Such a molecular
machine could be fuelled by a pH oscillator. Research to date
has focused on identifying the most appropriate responsive
gels and finding experimental methods to characterize their
mechanical and physical properties. An ideal gel would
respond at least as fast as the frequency of the pH oscillator
and would show large volume changes as the environmental
pH is varied.
Experiments have been performed in which the gel to be tested

is suspended in a CSTR, with a small weight glued to its lower
end. The reactants of a pH oscillator are continuously supplied
into the reactor, and changes in the pH and the gel dimensions
are recorded. To date, H2O2−SO3

2−−Fe(CN)64−, BrO3
−−

SO3
2−−Fe(CN)64−, and BrO3

−−SO3
2−−Mn2+ have been utilized

as the pH oscillators. Such an experimental arrangement is shown
in Figure 6.
A recent advance was reported byOkay and co-workers,38who

prepared a poly(acrylic acid) cryogel, which seems to be the most
promising candidate as a gel to use in molecular motors. When
this gel was coupled to the BrO3

−−SO3
2−−Fe(CN)64− oscillator,

3-fold changes in the gel volume were observed, with swelling
and shrinking response times of just seconds. The system
functioned with macroscopic gel samples (1 cm length, 0.5 cm
diameter), and its macroporous gel structure was resistant to the
repetitive swelling−shrinking cycles.
One of the more practical applications suggested for pH

oscillators is the development of a periodic drug delivery
system.39 The ionization state of a drug that has a protonatable
group can be periodically switched by a pH oscillator if the pKa of
this group falls within the pH range of the oscillator. Because only
uncharged species penetrate the cell membrane, the drug will
appear in pulses on the other side of this barrier. Misra and
Siegel40 carried out a proof-of-principle experiment, in which
they assembled and tested a device consisting of a CSTR and a
side-by-side diffusion cell in which the donor and receptor sides
were separated by a membrane. They used the BrO3

−−SO3
2−−

marble pH oscillator, with benzoic acid as the “drug” and an
ethylene-vinyl copolymer as the membrane. When a mixture of
benzoic acid and the components of the pH oscillator was circulated
in the donor side of the cell, periodic accumulation of benzoic acid
was detected on the receptor side. Figure 7 shows the experimental
setup and the results. More recently, Bhalla and Siegel41 developed a
hormone delivery system constructed from biocompatible reagents
and a hydrogel that was able to produce rhythmic pulses of
gonadotropin releasing hormone as well as pH for a week.
A pulsating drug delivery device might be more effective than

conventional approaches, particularly in diseases that show
strong circadian dependency. However, significant obstacles
must be overcome to construct a usable drug delivery system of
this type. One cannot use a CSTR; any buffering effect of the

Figure 5. Switching of the conformation of DNAmolecules between the
folded and random coil states driven by the IO3

−−SO3
2−−S2O3

2− pH
oscillator. Reproduced with permission from ref 36. Copyright 2005
American Chemical Society.

Figure 6. Experimental arrangement to measure the gel size in the H2O2−SO3
2−−Fe(CN)64− pH oscillator. Reproduced with permission from ref 37.

Copyright 1996 Elsevier B.V.
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• Belousov-Zhabotinsky Reaction

• Compartmentalization and Communication

• Study and control the dynamics of networks of oscillators

• Models for biological communication

Communication in populations of homogeneous GUVs: 
Microfluidic techniques and periodic signalling

- FR et al. J. Am. Chem. Soc. 126, 11406–11407 (2004)
- FR et al. J. Theor. Biol. 255, 404–412 (2008)

- FR et Al. Chem. Sci. 5, 1854–1859 (2014)
- FR et Al. J. Phys. Chem. Lett. 11, 2014–2020 (2020)

The messenger molecule determines the coupling nature:
- Inhibitory coupling: anti-phase oscillations and Turing regimes
- Activatory coupling: in-phase oscillations and signal amplification



- Utada et Al. Science, 2005
- Seth et al. Adv. Mat. 2012

•Middle Phase:
Chloroform:cyclohexane
DMPC

• Outer Phase:
Polyvinyl alcohol (PVA)

Encapsulation: Flow-focusing technique

Rayleigh – Plateau Instability

• Inner Phase:
BZ mixture

FR et al. Chem. Sci. 5, 1854–1859 (2014).

Ali Abou-Hassan

Sandra Ristori

University of Firenze

Marcello Budroni

University of Sassari



Membrane properties (nano-scale) 
impact on the global behavior (macro-

scale)
Communication and global network 

dynamics

- FR et Al. Chem. Sci. 5, 1854–1859 (2014)
- FR et Al. J. Phys. Chem. Lett. 11, 2014–2020 
(2020)
- FR et Al. Chemcomm 56 11771–11774 
(2020)
- FR et al. Int. J. Unconven. Comp. (2015).



Figure 4: a) Experimental observation of oscillation periods of four communicating droplets
in DMPC (upper left panel), DMPC/Myr-A (upper right panel), DMPC/TA (lower left
panel) and DMPC/STS (lower right panel) droplets. The behaviour of the oscillation periods
was found to change according to the membrane lamellarity, indicated by the SAXS data in
the insets.29 b) Parameter diagram of the synchronisation scenarios obtained numerically by
varying the strength of the inhibitory coupling, kW , for two different values of k9 (kX  0.001
s�1, kW

s = 0). 1 : a : 1 : a indicates alternate synchronization among successive oscillators
with a period ratio a; NO means “no oscillations”.
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Global Network Behavior
integrated to obtain 1D scattering intensity profiles (I(q) vs q) by
using the SAXS utilities package.30

■ RESULTS AND DISCUSSION
The boundary lipid layer of simple w/o emulsions was probed
by scanning across the interface with μ-SAXS. Figure 1 shows

the image of a typical droplet confined in the capillary (top).
The corresponding imaging diffraction of the droplet interface
is also represented (bottom). The scattering contribution from
the capillary was subtracted in order to highlight the scattering
signal from the water/oil interface. At a first glimpse, the 2D
scans did not evidence any preferred orientation; this allowed
us to exclude the alignment of the sample due to shearing
effects once loaded in the capillary. The integrated intensity
profiles recorded in the oil phase (containing pure DMPC or
DMPC/CHOL) and in the water/PVA phase did not show any
excess scattering, as typically observed for correlated or
uncorrelated structures (Figure 2), indicating that both the
oil and water regions were isotropic media with no dispersed
aggregates. In principle, reverse micelles could be expected in
the oil phase as a result of partial lipid solubility in the
chloroform/cyclohexane mixture, whereas the aqueous phase
could contain mixed micelles of lipids and cholesterol.
In sharp contrast to the inner and outer phases, the boundary

layer was characterized by a diffuse scattering pattern that
extended for ∼100 μm. The SAXS intensity profile along this
distance had a q−2 decay in the intermediate q range, a typical
behavior of locally flat scattering objects. In this case, the
scattering objects were localized at the interface and were
isotropically arranged over a mesoscopic scale of about 100 μm.

In addition, the absence of a correlation peak in the SAXS
patterns of the water/DMPC/oil system was a clear indication
that no (or very weak) correlation among these bilayers
occurred in the w/o emulsions stabilized by pure DMPC. We
could thus rule out the possibility that in such a system the
basic structure was not a lamellar stacking (Figure 2, black filled
triangles). In fact, if oligolamellar organization was present even
in fractions as low as 3−5% of the total lipid concentration, the
extension of the raster beam would allow us to observe quasi-
Bragg peaks superposed on the diffuse scattering of
uncorrelated bilayers. The addition of moderate cholesterol
(20% mol/mol) content to the oil/DPMC phase resulted in the
appearance of a fairly broad peak at ∼1 nm−1 in the SAXS
intensity profile (Figure 2, blue empty circles), which
corresponded to a distance of 0.60−0.65 nm in the direct
space. This is the characteristic repeat distance of DMPC
lamellae29,31 and indicated that cholesterol is able to induce
marked stiffening of the bilayers, thus promoting interbilayer
correlation within the interfacial membrane. Here, the contrast
of the X-rays is at a maximum, and the strong intensity
indicated lipid self-assembly. For comparison, the scattering
profiles of different references are also shown in Figure 2.
The intensity recorded for each frame at a q value of 0.5

nm−1 is reported in Figure 3 as a function of the scanned
distance. The resulting profile clearly shows that the increase in
scattering intensity at this chosen q value was extended for
∼100 μm into the continuous (oil) phase. After the subtraction
of the water background signal, the SAXS intensity patterns
were fitted with the SasView freeware package.32 The best-fit
profiles for the oil/DMPC-water (black filled triangles) and oil/
DMPC/CHOL-water (blue empty circles) systems are shown
in Figure 4 and correspond to the following best-fit parameters:
Scattering length density (SLD × 10−6 Å−2) SLD heads =

10.6 ± 0.5
SLD tails = 4.0 ± 0.5
Head thickness = 4 ± 0.2 Å
Tail thickness = 40 ± 1 Å
Tail polydispersity = log-normal distribution with standard

deviation σ = 0.12

Figure 1. (Top) w/o emulsion droplet of an aqueous solution of PVA
(2%, w/w) in a mixture of chloroform/cyclohexane (1:2, v/v)
containing 1% (w/w) DMPC in a borosilicate capillary of 300 μm
inner diameter and a wall thickness of 10 μm. (Bottom) Two-
dimensional reconstruction of the droplet interface by imaging
diffraction.

Figure 2. SAXS intensity profiles for simple w/o emulsion systems.
The water/2% w/w PVA (red filled squares) and the oil/1% w/w
DMPC (green filled squares) profiles represent bulk solutions far from
the interface. The oil/1% w/w DMPC profile (black filled triangles)
was recorded ∼50 μm from the w/o interface. The q−2 power decay is
shown. The blue empty circles represent the same scenario with 0.8/
0.2 mol/mol DMPC/cholesterol (DMPC/CHOL).
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- Nonlinear clock behaviour
- Fairly known in terms of kinetics
- Works in mild pH ranges 
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Communication in populations of heterogeneous GUVs: 
bulk methods and clock reaction
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- Semi-Batch reactor: Passive diffusion through 
lipid membranes

- Fluorescent probe (pyranine) to monitor pH
- Free ammonia fluxes

Temporal synchronization of a populations of heterogeneous GUVs through 
ammonia transport

The ratio, A450/A405, is shown in time for different initial acid
concentrations in Figure 1b, and the corresponding pH is in
Figure 1c. In the aqueous phase, the clock time, Tc, was
defined as the time to reach pH 7, where the urease reaction
rate was at a maximum, and depended on the acid
concentration, the urea, and the amount of enzyme present
in solution.11 The switch in pH was generally less sharp in the
nanovesicles compared to that of the pH clocks in the aqueous
phase, with a higher initial pH (after mixing) and a lower final
pH (SI 1.6). However, the average clock time increased with
the initial acid concentration as expected (Figure 1c).
Evidence for the increase in the amount of ammonia in the

outer solution was obtained through experiments in which two
populations of vesicles were prepared, one with pyranine but
no enzyme and one with enzyme but no pyranine. When the
two were mixed and urea solution was added, the pH
increased, demonstrating the transfer of ammonia to the
urease-free vesicles via the outer solution (Figure 1d). To rule
out the possibility that enzymes from burst vesicles could
contribute to the overall pH change in the cuvette, Triton-X
was added to the solution to rupture all the vesicles. No
increase in absorbance was observed in time (Figure S3).
The slow increase in pH in the nanovesicles obtained using

absorbance measurements may arise from the average of a
broad distribution in clock times in a diverse population or the
increase may be slow and synchronized in all vesicles. In order
to monitor the pH clock in individual vesicles, the urease
reaction was performed in microvesicles prepared by the
droplet transfer method (SI 2.1−2.2).19,41,42 A sample of
vesicles was added to a reaction chamber, and the ratio of the

fluorescence intensity (F458/F405) obtained using confocal
microscopy was used to determine the (apparent) pH, with a
fitted theoretical relationship (SI 2.3−2.4). The sizes of the
vesicles ranged from 2−40 μm (Figure 2a), and the total
number of vesicles in the chamber was N ∼ 104 (SI 2.5).

A series of confocal images obtained from a typical
experiment are shown in Figure 2b. There was a gradual
increase in the fluorescence intensity in all vesicles following
excitation at 458 nm, corresponding to an increase in pH as the
reaction progressed. The coordinated transport of some
vesicles, particularly at lower initial acid concentrations, was
observed after the pH clock, possibly due to convection in the
external solution (Figure 2c).43

The pH−time profile in seven individual vesicles is shown in
Figure 2d. The rate of increase of pH in the vesicles was more
gradual than that in aqueous-phase experiments. There was
little evidence of a correlation between the vesicle diameter
and the clock time (Figure S6) or between the spatial position
of the vesicles and the clock time; the timing of the switch
from pH 6 to 8 was similar in each vesicle. Overall, there was
an increase in the clock time and a decrease in the initial pH
with an increase in the initial acid concentration, as expected
(SI 2.6 and Figure S7). The average clock time varied between
repeats, but the standard deviation was small in each
experiment, suggesting the possibility of a synchronized switch
in pH in the vesicles mediated by the emission of ammonia
(Figure 2e).
Propagating reaction−diffusion fronts were not observed in

either the nano- or microvesicles under these conditions,
probably as a result of the low concentration of vesicles.

Figure 1. Urease pH clock reaction in nanovesicles of diameter D ∼
200 nm that were prepared using 1,2-diphytanoyl-sn-glycero-3-
phosphocholine (DPhPC), urease (220 U mL−1), HCl (0.1−0.32
mM), and pyranine (20 mM) and placed in a solution of urea (50
mM) and HCl (0.1−0.32 mM). (a) Schematic of the reaction with
urease and pyranine confined to the vesicle (pHi), with urea in the
outer solution (pHo) and the relevant equilibria. (b) Average ratio of
absorbance from vesicles in a microcuvette in a urea/acid solution and
the estimated total number of vesicles, N, in 500 μL. (c) The average
pH in time obtained from the ratio of the absorbance in panel b,
showing the average clock time Tc (here to pH 6.75) and the final pH
as a function of initial acid concentration. (d) Comparison of the pH
in time in experiments with [HCl] = 0.2 mM where pyranine was
included in the same vesicles as the enzyme (lower black curve) and
where pyranine and the enzyme were in separate vesicles (upper red
curve). The dotted vertical line corresponds to mixing time. Error bars
indicate the standard error from three independent experiments.

Figure 2. Urease pH clock reaction in synthetic microvesicles
prepared using 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine
(POPC), urease (80 U mL−1), pyranine (50 μM), and acetic acid
(2.5−7.5 mM) in a solution of urea (32 mM) and acetic acid (2.5−
7.5 mM). (a) Fraction of vesicles with a given diameter taken from
reaction data with nine runs. (b) Confocal images in time of the
urease pH clock reaction in vesicles with 5 mM acetic acid for two
different excitation wavelengths. (c) Image overlay (λ458nm) for the
entire time series in an experiment with an acid concentration of 2.5
mM showing vesicle motion. The colored bar indicates time. (d)
Confocal image of the seven vesicles used in data analysis for 7.5 mM
acid and the pH in time in each vesicle, where the dotted vertical line
corresponds to the mixing time. (e) Clock time Tc and initial (black)
and final pH (gray) levels from experiments with different initial acid
concentrations. Data points are the mean and standard error from
seven vesicles in a single experiment, and the line shows the average
from the three independent experiments. The white scale bar on the
images is equal to 100 μm.
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Temporal synchronization of a populations of heterogeneous GUVs through 
ammonia transport

The ratio, A450/A405, is shown in time for different initial acid
concentrations in Figure 1b, and the corresponding pH is in
Figure 1c. In the aqueous phase, the clock time, Tc, was
defined as the time to reach pH 7, where the urease reaction
rate was at a maximum, and depended on the acid
concentration, the urea, and the amount of enzyme present
in solution.11 The switch in pH was generally less sharp in the
nanovesicles compared to that of the pH clocks in the aqueous
phase, with a higher initial pH (after mixing) and a lower final
pH (SI 1.6). However, the average clock time increased with
the initial acid concentration as expected (Figure 1c).
Evidence for the increase in the amount of ammonia in the

outer solution was obtained through experiments in which two
populations of vesicles were prepared, one with pyranine but
no enzyme and one with enzyme but no pyranine. When the
two were mixed and urea solution was added, the pH
increased, demonstrating the transfer of ammonia to the
urease-free vesicles via the outer solution (Figure 1d). To rule
out the possibility that enzymes from burst vesicles could
contribute to the overall pH change in the cuvette, Triton-X
was added to the solution to rupture all the vesicles. No
increase in absorbance was observed in time (Figure S3).
The slow increase in pH in the nanovesicles obtained using

absorbance measurements may arise from the average of a
broad distribution in clock times in a diverse population or the
increase may be slow and synchronized in all vesicles. In order
to monitor the pH clock in individual vesicles, the urease
reaction was performed in microvesicles prepared by the
droplet transfer method (SI 2.1−2.2).19,41,42 A sample of
vesicles was added to a reaction chamber, and the ratio of the

fluorescence intensity (F458/F405) obtained using confocal
microscopy was used to determine the (apparent) pH, with a
fitted theoretical relationship (SI 2.3−2.4). The sizes of the
vesicles ranged from 2−40 μm (Figure 2a), and the total
number of vesicles in the chamber was N ∼ 104 (SI 2.5).

A series of confocal images obtained from a typical
experiment are shown in Figure 2b. There was a gradual
increase in the fluorescence intensity in all vesicles following
excitation at 458 nm, corresponding to an increase in pH as the
reaction progressed. The coordinated transport of some
vesicles, particularly at lower initial acid concentrations, was
observed after the pH clock, possibly due to convection in the
external solution (Figure 2c).43

The pH−time profile in seven individual vesicles is shown in
Figure 2d. The rate of increase of pH in the vesicles was more
gradual than that in aqueous-phase experiments. There was
little evidence of a correlation between the vesicle diameter
and the clock time (Figure S6) or between the spatial position
of the vesicles and the clock time; the timing of the switch
from pH 6 to 8 was similar in each vesicle. Overall, there was
an increase in the clock time and a decrease in the initial pH
with an increase in the initial acid concentration, as expected
(SI 2.6 and Figure S7). The average clock time varied between
repeats, but the standard deviation was small in each
experiment, suggesting the possibility of a synchronized switch
in pH in the vesicles mediated by the emission of ammonia
(Figure 2e).
Propagating reaction−diffusion fronts were not observed in

either the nano- or microvesicles under these conditions,
probably as a result of the low concentration of vesicles.

Figure 1. Urease pH clock reaction in nanovesicles of diameter D ∼
200 nm that were prepared using 1,2-diphytanoyl-sn-glycero-3-
phosphocholine (DPhPC), urease (220 U mL−1), HCl (0.1−0.32
mM), and pyranine (20 mM) and placed in a solution of urea (50
mM) and HCl (0.1−0.32 mM). (a) Schematic of the reaction with
urease and pyranine confined to the vesicle (pHi), with urea in the
outer solution (pHo) and the relevant equilibria. (b) Average ratio of
absorbance from vesicles in a microcuvette in a urea/acid solution and
the estimated total number of vesicles, N, in 500 μL. (c) The average
pH in time obtained from the ratio of the absorbance in panel b,
showing the average clock time Tc (here to pH 6.75) and the final pH
as a function of initial acid concentration. (d) Comparison of the pH
in time in experiments with [HCl] = 0.2 mM where pyranine was
included in the same vesicles as the enzyme (lower black curve) and
where pyranine and the enzyme were in separate vesicles (upper red
curve). The dotted vertical line corresponds to mixing time. Error bars
indicate the standard error from three independent experiments.

Figure 2. Urease pH clock reaction in synthetic microvesicles
prepared using 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine
(POPC), urease (80 U mL−1), pyranine (50 μM), and acetic acid
(2.5−7.5 mM) in a solution of urea (32 mM) and acetic acid (2.5−
7.5 mM). (a) Fraction of vesicles with a given diameter taken from
reaction data with nine runs. (b) Confocal images in time of the
urease pH clock reaction in vesicles with 5 mM acetic acid for two
different excitation wavelengths. (c) Image overlay (λ458nm) for the
entire time series in an experiment with an acid concentration of 2.5
mM showing vesicle motion. The colored bar indicates time. (d)
Confocal image of the seven vesicles used in data analysis for 7.5 mM
acid and the pH in time in each vesicle, where the dotted vertical line
corresponds to the mixing time. (e) Clock time Tc and initial (black)
and final pH (gray) levels from experiments with different initial acid
concentrations. Data points are the mean and standard error from
seven vesicles in a single experiment, and the line shows the average
from the three independent experiments. The white scale bar on the
images is equal to 100 μm.
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were undertaken using the experimental probability mass
function along with a normal distribution for the enzyme
concentration to obtain a bivariate histogram (SI 3.6) with a
range of [E] = 60−100 U mL−1 and a diameter of 6−36 μm
(Figure 4a). The membrane permeability to acetic acid (PHA)
was also included in these simulations.

The change in pH in the vesicles is shown in Figure 4b. The
profiles are similar to those observed in experiments; there was
a rapid increase in the internal pH to ∼5.5, then a transition to
high pH at around 50 min that was accompanied by an
increase in pH in the surrounding solution as a result of the
fast transport of ammonia into the outer solution (Figure
4b(ii)). The initial pH was influenced by both the enzyme
content and the diameter, with a smaller diameter and smaller
enzyme concentration favoring low pH (Figure S11). Again,
the synchronized switch in pH did not occur if the
permeability coefficient of ammonia or acid and the enzyme
turnover number were reduced; in that case, a range of clock
times was obtained (Figure 4c).
The effect of the concentration of the enzyme, [E], on the

pH clock with a high ammonia permeability was determined in
simulations in which the enzyme concentration in each vesicle
was identical but increased from 60 to 100 U ml−1 in separate
runs. The clock time Tc decreased from 85 to 52 min as a
result of the increased total amount of catalyst in the vesicles
(Figure 4c). In simulations in which the diameter, D, of each
vesicle was identical and increased from 6 to 26 μm in separate
runs, the clock time increased from 60 to 80 min as a result of

the reduced rate of transport of ammonia to the external
solution (Figure 4c). In Figure 4d, the average clock times are
shown for all the simulations with identical [E] or identical D
(from Figure 4c), compared to the simulation with a
distribution in both [E] and D (from Figure 4b). The standard
deviation in Tc is small for the population with a bivariate
distribution, as the pH switch is governed by communication
between vesicles via the ammonia in the surrounding solution
rather than the internal enzyme concentration or the diameter
of each vesicle.
In conclusion, we have shown that the pH−time profile and

the synchronization of the pH clock in heterogeneous vesicles
was controlled by the relatively fast transport and increase in
the amount of ammonia in the external solution. The behavior
was observed in nano- and microvesicles with different
phospholipids and acids, thus demonstrating the universal
nature of the response. In natural systems, micro-organisms
such as bacteria and yeast use extracellular signaling to
overcome population diversity and change behavior.52,53

Ammonia is important in cell−cell communication and the
multicellular structures that form in yeast and bacterial
colonies. It has been implicated in complex functionalities
such as metabolic oscillations and colony survival.54 Further
control of the membrane permeability would provide a useful
platform for the investigation of more complex collective
behavior in populations of synthetic vesicles driven by acid or
base changes.55
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Figure 4. Effect of the urease concentration [E] and the vesicle
diameter D on the pH clock in simulations of a population of
microvesicles with [pyranine] = 50 μM in a solution of [urea] = 80
mM and [acetic acid] = 7.5 mM with a vesicle volume fraction ϕ =
0.018. (a) Bivariate distribution in the enzyme concentration with [E]
= 80 U mL−1 and the vesicle diameter (D). (b) Synchronized switch
in pH in vesicles with the distribution given in panel a. (c) Range of
pH clock times in vesicles with both the distribution given in panel a
and lower permeability and enzyme turnover number (PNH3

= PHA = 1
× 10−11 m s−1 and kcat′ = kcat/50). (d) Effect of [E] or D on the clock
time Tc in simulations with a population of vesicles with either
identical [E] per vesicle and the distribution in D given in panel a or
identical D and the distribution in [E] given in panel a. (e)
Comparison of the average and standard deviation (error bars) in the
clock time for simulations in a population of vesicles with identical
[E], identical D, or a distribution in both [E] and D.
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Hence, some insight can be gained from simulations with a
simple ODE model of the vesicles and the external solution (SI
3.4). The reaction can be modeled by taking into account
stochastic effects; however, in other work it was determined
that population-level behavior was retained in the ODE
models.38,44 The rate of change of the concentration of a
species Ai in a vesicle was determined by the reaction and mass
transfer rate as follows:45−47
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where f(Ai) contains the enzyme reaction and solution
equilibria terms (SI 3.1−3.2) taken from earlier work,10,11,48

A0 is the concentration of the species in the outer solution, Pi is
the permeability coefficient of species i, and r is the radius of
the vesicle. In the outer solution, the rate of change of the
concentration of each species, A0, was given by the reaction
rate (g(A0)) and the mass transfer rate (for identical vesicles)
as follows:
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where ϕ = NVj/V0 = the vesicle volume fraction, which takes
into account dilution as a result of the volume change from
vesicle to solution. The permeability coefficients for the neutral
species were PNH3

= 1 × 10−4 m s−1, PCO2
= 1 × 10−6 m s−1, and

PUrea = 1 × 10−8 m s−1 are broadly in line with literature values
(see SI 3.3).47,49 We assumed the permeability of the
membrane to all ions (NH4

+, CO3
2−, HCO3

−, H+, OH−, and
pyranine) was negligible.
In experiments with nanovesicles of diameters ∼200 nm, the

volume fraction of vesicles was estimated as ϕ = NVi/V0 ∼ 2 ×
10−3 (see SI 1.6). A similar pH−time profile was obtained in
the simulations with the enzyme concentration of [E] = 55 U
mL−1, thus assuming an encapsulation efficiency of 25%.50,51

Initially, the pH increased rapidly in the vesicles, reaching a
steady value around pH = 5.5 (Figure 3a, black curve). The pH
switch in the vesicles at 15 min was accompanied by an
increase in the pH of the outer solution (Figure 3a, red curve).
The final pH in the vesicles was lower than that of the external
solution as a result of the buffering effect of pyranine (Figure
S8a) and the fact that the reaction was not at equilibrium at T
= 90 min, as less than 2% of the urea was consumed (Figure
S8b). The model was able to reproduce the experimental
trends with changes in the initial acid concentration (Figure
S9).
The pH−time profile was mainly controlled by the transfer

of ammonia to the outer solution (Figure S10). With a lower
permeability coefficient of NH3, the pH increased rapidly in
the vesicle to a high pH with no change in the outer solution,
whereas for greater PNH3

the pH in the vesicle and the external
solution were the same (Figure 3a). The clock time increased
to 90 min with PNH3

= 1 × 10−2 m s−1, and the effect of
encapsulation was eliminated. The same result could be
obtained by having the enzyme dispersed in the external
solution and ammonia diffusing into empty vesicles. This
illustrates that compartmentalization played an important role
in the pH−time profile in the vesicles, as the partial
entrapment of ammonia raised the internal pH of the vesicles
and enhanced the rate. Nevertheless, the switch was less sharp
than that in aqueous-phase experiments because of the
relatively fast loss of ammonia to the outer solution.

Simulations were performed with a distribution of the
enzyme amount in the vesicles. On average, there was less than
one enzyme molecule per vesicle (see SI 3.5.2). The
probability of n molecules per vesicle was determined from a
Poisson distribution (P(X = n), λ = 0.44), and the equivalent
enzyme concentration in units per milliliter was determined
from the total number of enzyme molecules in a given volume
of the vesicles (Figure 3b). The average enzyme concentration
for the heterogeneous population (including vesicles with no
enzyme) was ⟨E⟩ = 55 U mL−1, and the clock time of Tc = 9.6
min was similar to that of the homogeneous population with
[E] = 55 U mL−1 (Tc = 9.3 min). Vesicles with different
enzyme loadings in the heterogeneous population have the
same clock time despite the differences in their internal pH and
enzyme concentration (Figure 3c). The potential impact of
heterogeneity on the reaction can only be determined if we
reduce both the membrane permeability to ammonia and the
enzyme turnover number (kcat′ = kcat/500 to give the same
average clock time of ∼9 min); then, a broad range of clock
times can be observed (Figure 3d).
We also determined the influence of a distribution in

enzyme loading and vesicle diameter on the pH clock reaction
in the microvesicles. The vesicle volume fraction was ϕ = NVj/
Vo = 0.018, and the number of enzyme molecules per vesicle
was ∼105 (SI 2.4). The encapsulation efficiency is generally
assumed to be close to 100% using the droplet transfer
method; however, significant differences in the macro-
molecular content have been reported.34,35 The simulations

Figure 3. Simulations of the pH clock with a population of
nanovesicles, D = 200 nm, with [E] = 55 U mL−1, [pyranine] = 5
mM, and [HCl] = 0.2 mM in a solution of [urea] = 50 mM and
[HCl] = 0.2 mM with a vesicle volume fraction ϕ ∼ NVi/V0 = 2 ×
10−3. (a) pH in time in identical vesicles (black curve, pHi) and the
outer solution (red curve, pHo) and effect of the permeability
coefficient of ammonia on the pH clock reaction. (b) Fraction of
vesicles with n molecules of urease (Poisson distribution) and the
equivalent enzyme concentration (U mL−1) for a given volume of
vesicles (where ⟨E⟩ = 55 U mL−1, including empty vesicles, and a total
vesicle volume of 1 μL). (c) Synchronized switch in pH for each
volume fraction of vesicles given in panel b. (d) Range of pH clock
times for each volume fraction of vesicles given in panel b with
reduced ammonia permeability and enzyme turnover number (PNH3

=
1 × 10−11 m s−1 and kcat′ = kcat/500).
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simple ODE model of the vesicles and the external solution (SI
3.4). The reaction can be modeled by taking into account
stochastic effects; however, in other work it was determined
that population-level behavior was retained in the ODE
models.38,44 The rate of change of the concentration of a
species Ai in a vesicle was determined by the reaction and mass
transfer rate as follows:45−47
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where ϕ = NVj/V0 = the vesicle volume fraction, which takes
into account dilution as a result of the volume change from
vesicle to solution. The permeability coefficients for the neutral
species were PNH3

= 1 × 10−4 m s−1, PCO2
= 1 × 10−6 m s−1, and

PUrea = 1 × 10−8 m s−1 are broadly in line with literature values
(see SI 3.3).47,49 We assumed the permeability of the
membrane to all ions (NH4

+, CO3
2−, HCO3

−, H+, OH−, and
pyranine) was negligible.
In experiments with nanovesicles of diameters ∼200 nm, the

volume fraction of vesicles was estimated as ϕ = NVi/V0 ∼ 2 ×
10−3 (see SI 1.6). A similar pH−time profile was obtained in
the simulations with the enzyme concentration of [E] = 55 U
mL−1, thus assuming an encapsulation efficiency of 25%.50,51

Initially, the pH increased rapidly in the vesicles, reaching a
steady value around pH = 5.5 (Figure 3a, black curve). The pH
switch in the vesicles at 15 min was accompanied by an
increase in the pH of the outer solution (Figure 3a, red curve).
The final pH in the vesicles was lower than that of the external
solution as a result of the buffering effect of pyranine (Figure
S8a) and the fact that the reaction was not at equilibrium at T
= 90 min, as less than 2% of the urea was consumed (Figure
S8b). The model was able to reproduce the experimental
trends with changes in the initial acid concentration (Figure
S9).
The pH−time profile was mainly controlled by the transfer

of ammonia to the outer solution (Figure S10). With a lower
permeability coefficient of NH3, the pH increased rapidly in
the vesicle to a high pH with no change in the outer solution,
whereas for greater PNH3

the pH in the vesicle and the external
solution were the same (Figure 3a). The clock time increased
to 90 min with PNH3

= 1 × 10−2 m s−1, and the effect of
encapsulation was eliminated. The same result could be
obtained by having the enzyme dispersed in the external
solution and ammonia diffusing into empty vesicles. This
illustrates that compartmentalization played an important role
in the pH−time profile in the vesicles, as the partial
entrapment of ammonia raised the internal pH of the vesicles
and enhanced the rate. Nevertheless, the switch was less sharp
than that in aqueous-phase experiments because of the
relatively fast loss of ammonia to the outer solution.

Simulations were performed with a distribution of the
enzyme amount in the vesicles. On average, there was less than
one enzyme molecule per vesicle (see SI 3.5.2). The
probability of n molecules per vesicle was determined from a
Poisson distribution (P(X = n), λ = 0.44), and the equivalent
enzyme concentration in units per milliliter was determined
from the total number of enzyme molecules in a given volume
of the vesicles (Figure 3b). The average enzyme concentration
for the heterogeneous population (including vesicles with no
enzyme) was ⟨E⟩ = 55 U mL−1, and the clock time of Tc = 9.6
min was similar to that of the homogeneous population with
[E] = 55 U mL−1 (Tc = 9.3 min). Vesicles with different
enzyme loadings in the heterogeneous population have the
same clock time despite the differences in their internal pH and
enzyme concentration (Figure 3c). The potential impact of
heterogeneity on the reaction can only be determined if we
reduce both the membrane permeability to ammonia and the
enzyme turnover number (kcat′ = kcat/500 to give the same
average clock time of ∼9 min); then, a broad range of clock
times can be observed (Figure 3d).
We also determined the influence of a distribution in

enzyme loading and vesicle diameter on the pH clock reaction
in the microvesicles. The vesicle volume fraction was ϕ = NVj/
Vo = 0.018, and the number of enzyme molecules per vesicle
was ∼105 (SI 2.4). The encapsulation efficiency is generally
assumed to be close to 100% using the droplet transfer
method; however, significant differences in the macro-
molecular content have been reported.34,35 The simulations

Figure 3. Simulations of the pH clock with a population of
nanovesicles, D = 200 nm, with [E] = 55 U mL−1, [pyranine] = 5
mM, and [HCl] = 0.2 mM in a solution of [urea] = 50 mM and
[HCl] = 0.2 mM with a vesicle volume fraction ϕ ∼ NVi/V0 = 2 ×
10−3. (a) pH in time in identical vesicles (black curve, pHi) and the
outer solution (red curve, pHo) and effect of the permeability
coefficient of ammonia on the pH clock reaction. (b) Fraction of
vesicles with n molecules of urease (Poisson distribution) and the
equivalent enzyme concentration (U mL−1) for a given volume of
vesicles (where ⟨E⟩ = 55 U mL−1, including empty vesicles, and a total
vesicle volume of 1 μL). (c) Synchronized switch in pH for each
volume fraction of vesicles given in panel b. (d) Range of pH clock
times for each volume fraction of vesicles given in panel b with
reduced ammonia permeability and enzyme turnover number (PNH3

=
1 × 10−11 m s−1 and kcat′ = kcat/500).
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Division Dynamics

~ 25% success
irrespective of 
the size

- FR et al. Chem. Sci. 11, 3228–3235 (2020)

- Solubilization of oleate 
molecules

- Diffusion of oleic acid from 
the outer to the inner leaflet



- F.R. et Al. Phys. Chem. Chem. Phys. 23, 4262–4270 (2021).

A1

A2

Δa
0
≡

ΔA
0

8πhR

ADE theory (Area Difference Elasticity)

In general, the equilibrium shape of a 
vesicle can be described by two parameters:  

Area difference between 
membrane leaflets

(pH change)

(ATPS) (Andes-Koback and Keating 2011). At low tem-

perature, dextran and polyethyleneglycol (PEG) phase sep-

arate within the vesicle lumen. In parallel, the lipids phase
separate to Lo and Laphases within the membrane. Due to the

incorporation of head-group PEGylated lipids into the Lo

phase, the Lo lipid phase preferentially wet the PEG-rich
aqueous phase. Thus, the dextran was found to be mainly

encapsulated by La membrane while the PEG was encapsu-

lated by the L0 phase membrane. Addition of sucrose to
induce an osmotic pressure resulted in a transformation to a

pear shape and subsequently fission at the La domain

boundary. Interestingly, when a mismatch existed between

the domain areas and the amount of membrane needed to

encapsulate each polymeric aqueous phase, fission occurred

at a location that maximized the separation between the two
ATPS phases, leaving excess L0 or Lamembrane in one of the

daughter vesicles. Thus, in this approach, the driving force

for abscission resulted from the interplay between the
encapsulated material and the membrane rather than from

forces that acted within the membrane planes alone (see

Fig. 2b).
As noted before, varying the area difference DA0

between the two leaflets can trigger shape transforma-

tions. Indeed, tubulation, budding and pearling have been

Box 1 Vesicle-shape phase diagram

a Phase diagram of the strict-bilayer-coupling model showing different classes of
shapes. Areas in white were not explored. Note that a sphere is the point Da¼ 1
and v ¼ 1. b Different stable shapes along the shape-trajectory from a prolate to
two spheres connected by a narrow neck through the pears class for the line
v ¼ 0:8. The value of Da for each shape is stated below it. c Different stable
shapes along the shape-trajectory from a prolate to a sphere inside a sphere shape
through the stomatocyte class for the line v ¼ 0:8. The value of Da for each shape
is stated below it. All panels were modified with permissions from reference
Seifert et al. (1991) ! (1991) American Physical Society. Panel a was compiled
by the aid of reference Svetina (2009).

Deformation of a 2-D surface embedded in a 3-D space can involve either stretching
or bending of the surface. These reversible deformation modes cost elastic energy.
Since the exposure of the hydrophobic moieties of the molecules in an
amphiphatic membrane to the aqueous environments costs a relatively large
amount of energy, the main deformation mode of membranes is bending, that is,
changes in the curvature of the membrane. Differential-geometry considerations
show that, for a general surface, one can define two principles curvatures, C1 and
C2 that are associated with the two perpendicular tangents to the surface. Two
measures for the curvature of a shape can be constructed from C1 and C2, the

mean curvature 1
2 ðC1 þ C2Þ and the Gaussian curvature

ffiffiffiffiffiffiffiffiffiffiffi
C1C2

p
. Form these two

measures, one can calculate the bending energy of a piece of surface (dA) as
j
2 ðC1 þ C2 % C0Þ2dA þ jGC1C2dA, where C0 is the local spontaneous curvature

and j and jG are the mean and Gaussian bending moduli, respectively. The total
elastic energy in this case is the integral of these two terms over the whole surface
of the vesicle. It was shown, however, that these two terms alone cannot account
for the behavior of lipid membranes. The reason is that a lipid bilayer membrane is
composed of two leaflets, so that when it bends, one layer is stretched and the
other one is compressed. Hence, an additional term is added to the elastic energy
that describes the coupling between the two layers. One thus arrives at the so-
called, area-difference-elasticity model, where the elastic energy (G) equals

G ¼ j
2

H
ðC1 þ C2 % C0Þ2dA þ jG

H
C1C2dA þ jr

2Ah2 ðDA % DA0Þ2; ð1Þ
where DA ffi h

H
ðC1 þ C2ÞdA is the area difference between the two leaflets for a given shape, h is the width of the membrane, DA0 ¼ bðNo % NiÞ

the area difference that is associated with the number of molecules in the outer (No ) and inner (Ni) leaflets and the preferred area per molecule
due to the hydrophobic packing (b), and jr the non-local bending modulus. Since the integral of the Gaussian curvature is topology invariant
and changes only when fusion or fission events add or removes holes in a vesicle, it is usually omitted from the calculation. By defining

R '
ffiffiffiffiffiffiffiffiffiffiffi
A= 4p

p
, it is customary to work in reduced dimensionless variables c0 ' C0R, v ' V = 4

3 pR3, Da ' DA= 8phR and Da0 ' DA0= 8phR. The

ratio jr= j determines the relative contribution of the local and non-local bending terms. For the case jr ( j, one can omit the last term of the
elastic energy, and impose instead another hard constrain Da¼ Da0. This limit is called the strict-bilayer-coupling model. The other limit

where jr ) j is called the spontaneous-curvature model, and in that case the elastic energy is simply taken to be j
2

H
ðC1 þ C2 % C0Þ2dA.

Interestingly, this limit is identical to the original model that was introduced by Canham Helfrich and Evans for the understanding of the shape
of red blood cells and which led to the development of the full area-difference-elasticity model (Canham 1970; Helfrich 1973; Evans 1974).
The result of these models is a phase diagram in the Da% v (or c0 % v) space with a gallery of shapes like spheres, prolates, oblates, pears,
cigars and stomatocytes, as can be seen in the figure. For a continuous change in the values of v;Da (or c0), the shape of the vesicle changes
along a shape-trajectory in the phase diagram

Y. Caspi, C. Dekker

123

v ≡ 3V
4πR3

Vesicle volume
(Osmosis)

- Seifert, U., Berndl, K. & Lipowsky, R. Phys. 
Rev. A 44, 1182–1202 (1991).
- Svetina, S. ChemPhysChem 10, 2769–2776 
(2009).
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the rate of the esterase reaction also increases, producing
acetic acid, which then lowers the pH, and the de-gelation of
PVA–borate occurs. For autonomous control, we employed a
one-pot formulation containing enzymes and substrates, PVA,
boric acid and buffer (Fig. 1c). Watermelon seed powder
(WMSP) served as a cheap, easily accessible source of urease
in this system.

A typical pH pulse during the experiment is shown in
Fig. 2(a). The maximum pH and the steady state pH at 1000
minutes (pHfinal), are indicated on the plot as well as the
pulse magnitude, defined here as the difference between
pHmax and pHfinal. In general, with sufficient boric acid and
PVA, for a pHmax greater than ∼7.5 gelation of the mixture
was observed, as illustrated in Fig. 2(b). If the final pH fell
below ∼6, then de-gelation of the mixture was obtained. In
theory, gelation is completely reversible, and it was found

that with repeated addition of the substrates, urea and ethyl
acetate, multiple pulses could be obtained (Fig. 2(c)).
However, the minimum pH failed to fall below 7 after several
additions, likely because of deactivation of the esterase
enzyme, and de-gelation was not obtained on this timescale.
The transient increase in viscosity observed during a pH
pulse was followed using a viscometer and is shown in
Fig. 2(d) with max value of 270 cP. A range of states at pHmax

was obtained, from a highly viscous solution to a gel, as the
concentrations of PVA and boric acid were increased. The
properties of borax-hydrogels are known to depend on the
concentration of the PVA and boric acid, as well as the
pH,29,35 and addition of co-solvents such as propanol also
influence the rheological properties.34

In this paper we focus on the kinetics of the pH changes.
The characteristic features of the pH pulse, pHmax and

Fig. 1 (a) Schematic of time-controlled gelation using a pH pulse generated by kinetically balancing urease and esterase enzymatic reactions.
There is a transient alkaline pH where the PVA–borax solution gels. (b) The shift of the boric acid equilibrium to borate with an increase in pH and
crosslinking of the gel. (c) One-pot formulation employed in experiments.

Fig. 2 Illustration of the esterase–urease reaction coupled to PVA–borax gelation. (a) Typical pulse in pH obtained with maximum pH and pH final
(1000 minutes) indicated and urease in watermelon seed powder (0.045 g ml−1; 184 U ml−1), esterase (0.015 g ml−1, 270 U ml−1), [PVA] = 4 wt%,
[boric acid] = 4 mM, [acetate buffer] = 0.0693 M, [urea] = 0.667 M and [ethyl acetate] = 1.08 M. (b) Formulation in vial, illustrating reversible
gelation with increase and decrease in pH (c) repeated addition of substrates, urea and ethyl acetate (indicated by blue arrow) (d) viscosity
measurements in time obtained with a Brookfield DV-II+ viscometer.
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On the use of modelling antagonistic enzymes to
aid in temporal programming of pH and PVA–
borate gelation†

Nadeem Bashir, ab Anna S. Leathard, d Madeline McHugh,a Imogen Hoffman,a

Fahima Shaon,a Jorge A. Belgodere, ac

Annette F. Taylor *d and John A. Pojman Sr *a

Feedback through enzyme reactions creates new possibilities for the temporal programming of material

properties in bioinspired applications, such as transient adhesives; however, there have been limited

attempts to model such behavior. Here, we used two antagonistic enzymes, urease in watermelon seed

powder and esterase, to temporally control the gelation of a poly(vinyl alcohol)–borate hydrogel in a one-

pot formulation. Urease produces base (ammonia), and esterase produces acid (acetic acid), generating a

pH pulse, which was coupled with reversible complexation of PVA. For improved understanding of the

pulse properties and gel lifetime, the pH profile was investigated by comparison of the experiments with

kinetic simulations of the enzyme reactions and relevant equilibria. The model reproduced the general

trends with the initial concentrations and was used to help identify conditions for pulse-like behaviour as

the substrate concentrations were varied.

1. Introduction
There is increasing interest in the exploitation of feedback in
the programming of smart materials, such as hydrogels or
polymers that undergo conformational transitions (volume
phase or gel-to-solution phase) in response to environmental
signals.1–3 Feedback arises through the pH when acidic or basic
products catalyze the reaction; leading to rate acceleration and
phenomena such as a pH clock (sharp switch in pH after a time
lapse), pulse (transient increase/decrease in pH) or
oscillations.4,5 Transient changes in pH may be exploited as a

convenient method to control the lifetime of pH-sensitive
hydrogels in bioinspired applications, such as temporary
adhesives or soft robotics.6,7 Proposed mechanisms for
temporary adhesion include secretion of an adhesive and de-
adhesive substance in aquatic organisms such as starfish8 and
slime moulds achieve motion using periodic contraction of
actin fibrils.9 These organisms have long been studied for their
ability to perform seemingly complex spatial tasks, such as
maze-solving.10 A better understanding of pH-driven feedback
in soft matter is still required to achieve the level of self-
organization obtained in biological systems.

Examples of using chemical feedback to trigger
polymerization or chemomechanical responses mainly involve
inorganic or toxic reactants. Hu et al. demonstrated a proof of
concept of time-lapse curing of polymerization driven by a
formaldehyde–sulfite pH clock.11 This reaction exhibits base-
catalyzed feedback that results in an increase in pH after a
controllable time lag, or clock time, and the sharp changes in
state can be temporally programmed through the initial
concentrations. The reaction has also been used for production

Mol. Syst. Des. Eng.This journal is © The Royal Society of Chemistry and IChemE 2023
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Design, System, Application

Enzyme reactions with pH-driven feedback provide a convenient route for programming gelation and motion of polymers in applications such as soft
robotics. There is a need to develop models to improve our understanding and control of such systems. Here, we investigated the transient formation of
PVA–borate hydrogels driven by a combination of acid- and base-producing enzymes and compared experiments to kinetic simulations of the reactions and
equilibria. The model reproduced the general trends and enabled a rapid search of parameters to find optimal conditions for the desired pulse-like
behavior.
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Exploring Emergent Properties in Enzymatic Reaction Networks:
Design and Control of Dynamic Functional Systems
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ABSTRACT: The intricate and complex features of enzymatic reaction networks (ERNs)
play a key role in the emergence and sustenance of life. Constructing such networks in vitro
enables stepwise build up in complexity and introduces the opportunity to control enzymatic
activity using physicochemical stimuli. Rational design and modulation of network motifs
enable the engineering of artificial systems with emergent functionalities. Such functional
systems are useful for a variety of reasons such as creating new-to-nature dynamic materials,
producing value-added chemicals, constructing metabolic modules for synthetic cells, and
even enabling molecular computation. In this review, we offer insights into the chemical
characteristics of ERNs while also delving into their potential applications and associated
challenges.

CONTENTS

1. Introduction A
2. Structural Principles of Enzymatic Networks C

2.1. Network Topology C
2.2. Network Motifs C
2.3. Enzyme Kinetics D

3. Complex Nonlinear Behavior in Artificial ERNs F
3.1. Networks Based on the Urea−Urease Re-

action F
3.2. Networks Based on Proteases H
3.3. Networks Based on Oxidoreductases H
3.4. Summary I

4. Influence of External Stimuli on ERNs I
4.1. Light I
4.2. pH I
4.3. Electrochemical Control J
4.4. Heat J
4.5. Other Control Factors J

5. Designing “Life-Like” Systems Using ERNs J
5.1. Dynamic Materials J
5.2. Enzyme-Powered Motile Systems L
5.3. Communication in Compartmentalized Bio-

reactors M
6. Cell-Free Synthesis N

6.1. Sugars as Substrates O
6.2. CO2 as Substrate Q
6.3. Other Substrates R

7. Future Development R

7.1. Toward Building a Synthetic Cell from the
Bottom Up R

7.2. Information Processing and Computation U
8. Conclusion V
Author Information W

Corresponding Author W
Authors W
Author Contributions W
Notes W
Biographies W

Acknowledgments X
Abbreviations X
References Y

1. INTRODUCTION
All key functions of living systems, such as metabolism,
reproduction, sensing the environment, adaptation, and
homeostasis, are enabled by enzymatic reaction networks
(ERNs). In metabolic networks, the activities of many
enzymatic reactions are finely tuned to provide responsiveness
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ABSTRACT: Enzymes regulate complex functions and active behavior in natural systems
and have shown increasing prospect for developing self-regulating soft matter systems.
Striving for advanced autonomous hydrogel materials with fully programmable, self-regulated
life cycles, we combine two enzymes with an antagonistic pH-modulating effect in a feedback-
controlled biocatalytic reaction network (BRN) and couple it to pH-responsive DNA
hydrogels to realize hydrogel systems with distinct preprogrammable lag times and lifetimes
in closed systems. The BRN enables precise and orthogonal internal temporal control of the
“ON” and “OFF” switching times of the temporary gel state by modulation of programmable,
nonlinear pH changes. The time scales are tunable by variation of the enzyme concentrations
and additional buffer substances. The resulting material system operates in full autonomy
after injection of the chemical fuels driving the BRN. The concept may open new applications
inherent to DNA hydrogels, for instance, autonomous shape memory behavior for soft
robotics. We further foresee general applicability to achieve autonomous life cycles in other pH switchable systems.
KEYWORDS: Transient self-assembly, chemical reaction networks, autonomous hydrogels, DNA i-motif, temporal control

Biocatalysis is a key regulatory mechanism in biology
empowering spatiotemporal self-organization of complex

structures and functions, such as in metabolism, cell division,
and morphogenesis.1,2 Accordingly, biocatalytic reaction net-
works (BRN) constitute a powerful strategy to integrate
advanced control mechanisms into self-assembling and soft
matter systems. Enzymes being at the heart of these BRNs
provide regulatory functions, that is, positive feedback
(autocatalysis, amplification) or negative feedback and
inhibition, and can be coupled to energy dissipation by
consumption of fuel molecules (cofactors, substrates).3 These
biocatalytic control mechanisms allow for installation of
feedback loops, bistability, threshold sensing, memory, time-
dependent states, and operation outside equilibrium, thereby
equipping classical soft matter materials with capacities for
active, adaptive, and autonomous behavior.4−6

Advantageously, enzymes operate under mild conditions and
can induce self-assembly both under thermodynamic and
kinetic control, which helps to build up more defect-free or
temporary structures by site-specific reactions and selective
tuning of reaction rates.7 These benefits become even more
obvious for mixtures of several enzymes, enabling the bottom-
up construction of logic gates and oscillatory circuits by
relatively simple man-made BRNs and cascades.8−11

In particular, the development of gel materials has benefited
in the recent past from the increasing understanding of kinetic,
feedback-driven, and dissipative biocatalytic control and
brought about novel programmable gel topologies with
emergent properties, such as autonomous and transient
formation cycles, as well as adaptive, time-dependent
mechanical properties.5,6 At this point, it is important to
distinguish between enzymes that directly modify the molecular
building blocks of the gel and those that modulate the
environment to trigger gelation. Ulijn and co-workers
demonstrated transient peptide gels under biocatalytic control
using a single enzyme, α-chymotrypsin, which catalyzed the
formation and the hydrolysis of a peptide hydrogelator in a
coordinated fashion.12,13 Huck’s group pursued a different
strategy for programming complex hydrogel responses and
embedded the cross-linking chemistry of a polyacrylamide-
based hydrogel directly into a feedback-driven BRN with
trypsin at its core, which resulted in programmable gel−sol−gel
transitions.14

Focusing on the modulation of the surrounding, we recently
introduced a platform concept to install kinetically controlled
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controlled biocatalytic reaction network (BRN) and couple it to pH-responsive DNA
hydrogels to realize hydrogel systems with distinct preprogrammable lag times and lifetimes
in closed systems. The BRN enables precise and orthogonal internal temporal control of the
“ON” and “OFF” switching times of the temporary gel state by modulation of programmable,
nonlinear pH changes. The time scales are tunable by variation of the enzyme concentrations
and additional buffer substances. The resulting material system operates in full autonomy
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inherent to DNA hydrogels, for instance, autonomous shape memory behavior for soft
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Biocatalysis is a key regulatory mechanism in biology
empowering spatiotemporal self-organization of complex

structures and functions, such as in metabolism, cell division,
and morphogenesis.1,2 Accordingly, biocatalytic reaction net-
works (BRN) constitute a powerful strategy to integrate
advanced control mechanisms into self-assembling and soft
matter systems. Enzymes being at the heart of these BRNs
provide regulatory functions, that is, positive feedback
(autocatalysis, amplification) or negative feedback and
inhibition, and can be coupled to energy dissipation by
consumption of fuel molecules (cofactors, substrates).3 These
biocatalytic control mechanisms allow for installation of
feedback loops, bistability, threshold sensing, memory, time-
dependent states, and operation outside equilibrium, thereby
equipping classical soft matter materials with capacities for
active, adaptive, and autonomous behavior.4−6

Advantageously, enzymes operate under mild conditions and
can induce self-assembly both under thermodynamic and
kinetic control, which helps to build up more defect-free or
temporary structures by site-specific reactions and selective
tuning of reaction rates.7 These benefits become even more
obvious for mixtures of several enzymes, enabling the bottom-
up construction of logic gates and oscillatory circuits by
relatively simple man-made BRNs and cascades.8−11

In particular, the development of gel materials has benefited
in the recent past from the increasing understanding of kinetic,
feedback-driven, and dissipative biocatalytic control and
brought about novel programmable gel topologies with
emergent properties, such as autonomous and transient
formation cycles, as well as adaptive, time-dependent
mechanical properties.5,6 At this point, it is important to
distinguish between enzymes that directly modify the molecular
building blocks of the gel and those that modulate the
environment to trigger gelation. Ulijn and co-workers
demonstrated transient peptide gels under biocatalytic control
using a single enzyme, α-chymotrypsin, which catalyzed the
formation and the hydrolysis of a peptide hydrogelator in a
coordinated fashion.12,13 Huck’s group pursued a different
strategy for programming complex hydrogel responses and
embedded the cross-linking chemistry of a polyacrylamide-
based hydrogel directly into a feedback-driven BRN with
trypsin at its core, which resulted in programmable gel−sol−gel
transitions.14

Focusing on the modulation of the surrounding, we recently
introduced a platform concept to install kinetically controlled
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Antagonistic enzymatic reactions

(NH2)2CO + H2O 2NH3 + CO2
(urease)

CH3COOC2H5 + H2O CH3COOH + EtOH
(esterase)

■Urea–urease reaction ■ Ethyl acetate (EtOAc)–esterase reaction
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Complementary activation by each product (H+, OH–) recurses enzymatic reactions. 



Experiments: pH measurement in a batch system
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Encapsulating antagonistic enzymatic reactions in GUVs

Urea

EtOAc

Cross-membrane transport

Urease
Esterase

Reaction products
“Open” system

What’s happened if the antagonistic enzymatic reactions are confined in 
GUVs?

(NH2)2CO + H2O 2NH3 + CO2
(urease)

CH3COOC2H5 + H2O CH3COOH + EtOH
(esterase)

■Urea–urease reaction ■ Ethyl acetate (EtOAc)–esterase reaction

pH

Time

?



Time-course of pH in GUVs

Transient pH changes

20 μm

pH sensitive dye: pyranine
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Where P is R2OH (we assume that only the alcohols play a role) and KP is the binding constant 

of the product with the allosteric site of the enzyme. 

To model the enzymatic hydrolysis of ethyl acetate, a set of ordinary differential equations 

has been derived from the kinetics of the following chemical reactions 

  (1.14) 

   (1.15) 

   (1.16) 

   (1.17) 

   (1.18) 

The rate for reaction (1.14) is reported in (1.13), A stands for acetate (CH3COO-) and HA for 

acetic acid (CH3COOH). The values for the kinetic constants are reported in Table 2. 

 
Table 2 Kinetic constants used in the model. Equilibrium rate constants were derived from the pKa 

according to refs. 5–7 

Enzymatic  pH equilibria 

k3 (u-1 mL M s-1) 0.02 × 10-4  forward (s−1) reverse (M-1 s-1) 

k6 (u-1 mL M s-1) 0.92 × 10-4 kCO2 3.7 × 10-2 7.9 × 104 

KML (M) 5.5 × 10-5 kHCO3 2.8 5 × 1010 

KMH (M) 1.09 × 10-3 kH2O 1 × 10-3 (M-1 s-1) 1 × 1011 

Kbes (M) 1.1 × 10-7 kHA 7.8 × 105 4.5 × 1010 

Kaes (M) 4.7 × 10-11    

Kp (M) 2.7 × 10-4    

 

A rough estimation for Kbes and Kaes can be extrapolated from experiments in unbuffered 

reaction media with [E]0 = 1 u/mL, [A(C2H5)] = 0.01 M and the initial pH set to 10 (Figure 1a). 

A plot of log(pH’) vs pH, in fact, yields the values of pKa for the acidic sites of the enzyme,8 

as reported in Figure 1b. 
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Light control of Artificial Cells: Photo-switchable Membrane Properties

trans-azobenzene cis-azobenzene
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Photoinduced E-Z Isomerization 1∙Zn2+

Chen J. L.-Y. et Al. ; Angew. Chem. Int. Ed. 2019, 58, 15254



Prolate Pearling

Budding Invagination

UV-triggered shape deformations in preformed spherical GUVs

1∙Zn2+ :POPC:chol 1:2:0.8   - NR staining
E-Z-1·Zn2+ photoisomerization induced with 405 nm-UV laser line



Cargo release from GUVs in phase contrast
[1∙Zn2+] = 0-300 µM

higher 
density

lower 
density

UVOFF UVON

UVON

7 min



Cargo release from GUVs in phase contrast

1·Zn2+:POPC:Chol 1:2:0.8

size bar 20 µm



Release kinetic 

size bar 10 µm

Content release from GUVs in phase contrast



sucrose permeability at [1·Zn2+] = 0 μM 
~10-6 – 10-5 μm/s

sucrose permeability at [1·Zn2+] = 150 μM
2.06 ± 0.02 × 10-3 μm/s

Tuning the membrane permeability for cargo release
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UV light (t = 0), a gradual increase of the inner brightness was observed, until the contrast 313 

between the lumen and the dispersing solution disappeared (t ~ 6 min), as shown in the 314 

top panels of Figure 3. The cyan timeseries in the bottom panel of Figure 3 depicts the 315 

average lumen intensity extracted from 3 Regions Of Interest (ROI, cyan circles in the left 316 

inset). The release dynamics was found to follow an exponential trend (red line), as ex- 317 

pected for the passive diffusion of small molecules through a semi-permeable membrane. 318 

In fact, the flux of the sucrose (J = dn/dt × a-1, where n is the moles of sucrose) is proportional 319 

to the permeability of the sucrose (P) and to the difference in the inner and outer concen- 320 

trations of the sugar (J = P × ΔC), which can be described by the following first order dif- 321 

ferential equation 322 
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where Cin is the concentration of sucrose in the GUV lumen, Cout is the concentration of 326 

sucrose in the outer solution and Vin is the inner volume of the GUV. The same equation 327 

is valid for the inflow into the vesicle of glucose from the surrounding solution. It has to 328 

be noted that the total inner volume of the GUVs in the specimen ( 329 

µL, with n ~ 30000 and Vin ~ 2 × 10-7 µL) is much lower than the volume of the outer solution 330 

(Vout = 20 µL). Therefore, Cout can be considered constant, both with respect to glucose (200 331 

mM) and to the sucrose (0 mM). Due to the backlight scattering of the specimen and the 332 

contribution of the out-of-focus light from outside the focal plane, the P-C technique does 333 

not allow for a quantitative determination of the concentration of the solutes in the sam- 334 

ple, however, in the case of a spherical GUV, a semi-quantitative approach allows one to 335 

infer precise values for the permeability even without a calibration curve for the image 336 

intensity. It can be shown that the difference in the contrast between the lumen of a GUV 337 

and the background can be normalized to obtain an equation for P which is independent 338 

from the diffusion of light in stereomicroscopes [64–66]. Equation (1.1) allows for analytic 339 

solutions and, to simplify the calculations, it is more convenient to consider the counter- 340 

flux of glucose which replace the outflow of sucrose to conserve the osmotic balance. 341 

Hence, the solution of (1.1) with initial condition Cin (t = 0) = 0 and Cout kept constant, reads 342 

  (1.2) 343 

with Cin(t) being the variation of the concentration of glucose in time and r the radius of 344 

the GUV. The out-of-focus backlight depends only on the radius of the GUVs and not on 345 

the concentration of the solutes, therefore equation (1.2) can be rewritten in terms of the 346 

grey level intensity (I) of the image, as [65,66] 347 

  (1.3) 348 

where It is the variation of the intensity of the GUV lumen over time, I0 is the intensity of 349 

the GUV lumen at t = 0 and Iout is the intensity of the outer solution. The value for Iout was 350 

extracted as the intercept of the linear fitting of the average intensity of the background 351 

(pink circles in the bottom panel of Figure 3), sampled at 5 different locations (right inset). 352 

Finally, the average intensity of the lumen was fitted to equation (1.3) to find the value of 353 

P (more details in the caption of Figure 3). Following this approach and extending the 354 

analysis to a statistically significant population of GUVs (~40), the average permeability 355 

of glucose (sucrose), when 1·Zn2+ is in the Z form, was determined to be ~2.06 ± 0.02 × 10-3 356 

µm/s at [1·Zn2+] = 150 µM. 357 

dC
in

dt
= −
aP(C

in
−C

out
)

V
in

V
in
tot = V

in
∼ 6×10−3

n
∑

C
in
(t) =C

out
−C

out
e
−3P
r
t

I
t
= I

out
1+

I
0

I
out

− e
−3P
r
t⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

Pharmaceutics 2022, 14, x FOR PEER REVIEW 8 of 15 
 

 

UV light (t = 0), a gradual increase of the inner brightness was observed, until the contrast 313 

between the lumen and the dispersing solution disappeared (t ~ 6 min), as shown in the 314 

top panels of Figure 3. The cyan timeseries in the bottom panel of Figure 3 depicts the 315 

average lumen intensity extracted from 3 Regions Of Interest (ROI, cyan circles in the left 316 

inset). The release dynamics was found to follow an exponential trend (red line), as ex- 317 

pected for the passive diffusion of small molecules through a semi-permeable membrane. 318 

In fact, the flux of the sucrose (J = dn/dt × a-1, where n is the moles of sucrose) is proportional 319 

to the permeability of the sucrose (P) and to the difference in the inner and outer concen- 320 

trations of the sugar (J = P × ΔC), which can be described by the following first order dif- 321 

ferential equation 322 

 323 

   (1.1) 324 

 325 

where Cin is the concentration of sucrose in the GUV lumen, Cout is the concentration of 326 

sucrose in the outer solution and Vin is the inner volume of the GUV. The same equation 327 

is valid for the inflow into the vesicle of glucose from the surrounding solution. It has to 328 

be noted that the total inner volume of the GUVs in the specimen ( 329 

µL, with n ~ 30000 and Vin ~ 2 × 10-7 µL) is much lower than the volume of the outer solution 330 

(Vout = 20 µL). Therefore, Cout can be considered constant, both with respect to glucose (200 331 

mM) and to the sucrose (0 mM). Due to the backlight scattering of the specimen and the 332 

contribution of the out-of-focus light from outside the focal plane, the P-C technique does 333 

not allow for a quantitative determination of the concentration of the solutes in the sam- 334 

ple, however, in the case of a spherical GUV, a semi-quantitative approach allows one to 335 

infer precise values for the permeability even without a calibration curve for the image 336 

intensity. It can be shown that the difference in the contrast between the lumen of a GUV 337 

and the background can be normalized to obtain an equation for P which is independent 338 

from the diffusion of light in stereomicroscopes [64–66]. Equation (1.1) allows for analytic 339 

solutions and, to simplify the calculations, it is more convenient to consider the counter- 340 

flux of glucose which replace the outflow of sucrose to conserve the osmotic balance. 341 

Hence, the solution of (1.1) with initial condition Cin (t = 0) = 0 and Cout kept constant, reads 342 

  (1.2) 343 

with Cin(t) being the variation of the concentration of glucose in time and r the radius of 344 

the GUV. The out-of-focus backlight depends only on the radius of the GUVs and not on 345 

the concentration of the solutes, therefore equation (1.2) can be rewritten in terms of the 346 

grey level intensity (I) of the image, as [65,66] 347 

  (1.3) 348 

where It is the variation of the intensity of the GUV lumen over time, I0 is the intensity of 349 

the GUV lumen at t = 0 and Iout is the intensity of the outer solution. The value for Iout was 350 

extracted as the intercept of the linear fitting of the average intensity of the background 351 

(pink circles in the bottom panel of Figure 3), sampled at 5 different locations (right inset). 352 

Finally, the average intensity of the lumen was fitted to equation (1.3) to find the value of 353 

P (more details in the caption of Figure 3). Following this approach and extending the 354 

analysis to a statistically significant population of GUVs (~40), the average permeability 355 

of glucose (sucrose), when 1·Zn2+ is in the Z form, was determined to be ~2.06 ± 0.02 × 10-3 356 

µm/s at [1·Zn2+] = 150 µM. 357 

dC
in

dt
= −
aP(C

in
−C

out
)

V
in

V
in
tot = V

in
∼ 6×10−3

n
∑

C
in
(t) =C

out
−C

out
e
−3P
r
t

I
t
= I

out
1+

I
0

I
out

− e
−3P
r
t⎛

⎝
⎜⎜

⎞

⎠
⎟⎟



SEM images of ZIF-8 synthesized by various methods

ZIF-8: zeolite imidazole framework-8 
synthesis

Jin, C. X., & Shang, H. B. (2021). Synthetic methods, properties and controlling roles of synthetic parameters of zeolite imidazole framework-8: a review. Journal of Solid State Chemistry, 297, 
122040.

Nadia Valletti
UNISI



Compartimentalization
Semi-permeability

The role of the membrane and the experimental setup

Far from equilibrium

Our idea…

Inner solution:
• Sucrose
• ZnCl2

GUVs COMPOSITION:

Outher solution:
• Glucose
• HMIM

Organic phase:
• POPC 



Experimental conditions in bulk:
ZnCl2:HMIm=1:20 

Experimental conditions in bulk:
ZnCl2 :HMIm=1:20, sugars, POPC

SEM Measurements



Zinc ions encapsulation

Experimental conditions:
Inner solution:
• water
• sucrose 500 mM
• ZnCl2 0-30 mM

Outher solution:
• water  
• glucose 500 mM

30 µm 



GUVs experiment (1day) 
Zn 20 mM 
HMIM 400 mM

GUVs experiments

GUVs experiment (1h)
ZnCl2 20 mM 
HMIM 400 mM



Preliminary results: ZIF-8 synthesis

t = 0 min t = 60 min

30 µm 

ZnCl2 10mM 
HMIM 200mM



Conclusions
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Circadian rhythms are biological phenomena that repeat with a 24-hour cycle. Even individual cells can
exhibit a self-sustained rhythmicity. In this talk, I will focus on the accuracy of cellular circadian rhythms.
Circadian rhythms exhibit smaller fluctuations when cells are coupled as a group, e.g. organs. However, at
the single-cell level, circadian rhythms are less robust. For instance, mammalian cultured cells have a
period variation of about 1 hour. In contrast, prokaryotic cyanobacteria show a fluctuation of 0.1 hours,
indicating a more accurate circadian clock. Why do these differences arise? One possibility we
theoretically proposed is the control of fluctuations in the output system. We considered a simple
circadian clock model coupled with its output system. We found that the output system's fluctuations
could be smaller than those of the circadian clock itself. Furthermore, this is not dependent on the
expression level of the promoter but rather on the degradation rate of the output protein or the functional
system that determines its transmission. We also discovered that the sinusoidal regulation effectively
reduces fluctuations. Compared to the rhythms of neuronal firing or cell cycles, the rhythm of the
circadian clock tends to be sinusoidal. This might be the result of optimization aimed at reducing
circadian rhythm fluctuations. Furthermore, our recent analysis revealed that feedback loops output
waveforms very close to sine function. The fact that the circadian clock is generated by feedback might be
linked to these fluctuations. So far, chronobiologists have devoted huge effort to examine the central
circadian oscillator. Yet, there would be unresolved issues on the clock's output.

[1]Kaji, Mori & Ito. Journal of Theoretical Biology 111621 (2023)

Cellular circadian rhythm can be more precise through output

Hiroshi Ito (Faculty of Design, Kyushu University)

Figure 1. Fluctuation in period of circadian clock and its output.
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Our projects:  
observe fascinating rhythms, understand theoretically them



Today’s topics, theory-related researches

1. Controlling reconstituted circadian clock by temperature 
2. Cellular circadian rhythm can be more precise through output 
3. What time flowers flower?
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Common denominator：Think with phase
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Singularity (Winfree) 
Collective synchronization (Kuramoto)
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Bacteria have “body” clock (circadian rhythm)

Cyanobacteria

Proc. Natl. Acad. Sci. USA 90 (1993)
0 OOL12 60 84 108 132 156 180 204

192
Hours in LL

FIG. 3. Circadian rhythm of bioluminescence in continuous light conditions. The transformed strain AMC149 was cultured at 30° C under
a 12 hr/12 hr LD cycle (46 ,umol.m-2.s-1) with continuous shaking (100 rpm) and then transferred to vials for measurement of bioluminescence.
The two traces are from cultures that were previously entrained to LD cycles which were 12 hr out of phase. The last LD cycles preceding LL
are illustrated on the abscissa (open bar, light period; filled bar, dark period).
operon (luxAB) to the promoter of the Synechococcus psbAl
gene (Fig. 2). The reporter construct was introduced into
Synechococcus on a vector that targets cloned DNA to a
nonessential region (termed a neutral site) on the chromo-
some (12). The resulting transformed strain was designated
AMC149.

Fig. 3 shows the time course of bioluminescence in LL
measured concurrently from two AMC149 cultures which
had been entrained previously to LD cycles that were 12 hr
out of phase. Under constant conditions, the biolumines-
cence from both cultures oscillated with a period of =24 hr,
but with opposite phases. These results indicate that the
bioluminescence rhythm is an expression of an endogenous
clock within the cells and that the phase of the rhythm is
determined by the LD cycle which precedes the continuous
conditions. The peak of bioluminescence occurred 12 hr after
the onset of the LL and then at 24 hr intervals. Addition of
a photosystem II inhibitor, 3-(3,4-dichlorophenyl)-1,1-
dimethylurea (1 ,uM), or an inhibitor of bacterial translation,
chloramphenicol (10 AM), abolished the rhythm. However,
the eukaryotic translation inhibitor cycloheximide (35 ,uM)
had no effect. This indicates that the rhythm originated with
the cyanobacterium and was not contributed by a signal from
a contaminating eukaryotic organism.

Single light or dark signals can reset the phase of circadian
rhythms to a new phase, and the direction of the phase shift
depends upon the phase at which the signal is administered
(1, 2). This characteristic is crucial for the circadian clock to
entrain its cellular activities to the solar LD cycle (9). Fig. 4
depicts the resetting of the bioluminescence rhythm in
AMC149 by a single dark pulse: 4-hr dark pulses adminis-
tered to cultures maintained otherwise in LL shifted the
phases of the rhythms. The direction and magnitude of the
resulting phase shift were a function of the phase of the
rhythm at which the dark pulse was given; variation between
the phases of control cultures was <1 hr.

Another criterion of circadian rhythms is that their period
length is approximately constant at different ambient tem-
peratures, a phenomenon known as temperature compensa-
tion of the period (1, 2). Fig. 5 shows that the biolumines-
cence rhythm of AMC149 meets this criterion: period length
was 25.5 hr at 250C, 24 hr at 30° C, and 23 hr at 36° C. The
calculated Qlo value for frequency (1/period) of this rhythm
is 1.1. This value lies within the range for the temperature
dependence of circadian rhythms in eukaryotes and is far

from that of most biological processes, such as growth or
respiration, for which the Qlo values are usually between 2
and 3. Temperature compensation of the amino acid uptake
rhythm has been reported for another cyanobacterium, Syn-
echococcus RF-1 (7). Therefore, the rhythms of Synecho-
coccus satisfy the three fundamental criteria for circadian
rhythms.

Does the rhythm ofbioluminescence in AMC149 prove that
this promoter is under circadian control? Not necessarily.
Because bacterial luciferase catalyzes the following reaction,
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FIG. 4. Resetting of the bioluminescence rhythm by dark pulses.Three cultures were entrained to 12 hr/12 hr LD cycles. At time 0,

each culture was released into LL (open bar).- A single dark pulse of
4 hr (black bar) was given to the second and third cultures at the times
indicated (for the middle panel, beginning 30 hr after the onset of LL;
for the bottom panel, beginning 34 hr after LL onset). After the pulse,
the cells were returned to LL for the duration of the experiment. The
dark pulses "delayed" the phase of the rhythm by 8 hr (middle) or
"advanced" it by 6 hr (bottom). Assignment of phase shifts as
"advances" or "delays" is a convenient designation, although it is
arbitrary in most cases (9). Experimental procedures and presenta-tion of results are the same as in Fig. 3.

5674 Plant Biology: Kondo et al.

Kondo et al. PNAS 1992Kondo  Ishiura 
Golden  Johnson
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Circadian clock in a test tube

Reconstitution of Circadian
Oscillation of Cyanobacterial KaiC

Phosphorylation in Vitro
Masato Nakajima, Keiko Imai, Hiroshi Ito, Taeko Nishiwaki,

Yoriko Murayama, Hideo Iwasaki, Tokitaka Oyama, Takao Kondo*

Kai proteins globally regulate circadian gene expression of cyanobacteria. The
KaiC phosphorylation cycle, which persists even without transcription or
translation, is assumed to be a basic timing process of the circadian clock. We
have reconstituted the self-sustainable oscillation of KaiC phosphorylation in
vitro by incubating KaiC with KaiA, KaiB, and adenosine triphosphate. The period
of the in vitro oscillation was stable despite temperature change (temperature
compensation), and the circadian periods observed in vivo in KaiC mutant
strains were consistent with those measured in vitro. The enigma of the
circadian clock can now be studied in vitro by examining the interactions
between three Kai proteins.

Circadian rhythms allow organisms to coordi-
nate their lives according to the alteration of their
environments by day and by night (1). In most
model organisms, transcription-translation–
derived oscillatory (TTO) processes based on
negative feedback regulation of clock genes are
proposed as the core generator of self-
sustaining circadian oscillations (1, 2). Cyano-
bacteria are the simplest organisms that exhibit
circadian rhythms. In the cyanobacterium
Synechococcus elongatus (PCC 7942), three
genes (kaiA, kaiB, and kaiC) are essential
components of the circadian clock (3). Negative-
feedback regulation of the expression of the
kaiBC operon by Kai proteins was proposed
as a core loop of prokaryotic TTO (3). In the
cyanobacterial TTO model, Kai proteins do not
regulate a specific set of circadian-controlled
genes, but they regulate genomewide gene ex-
pression, including that of the kaiBC operon (4).
However, how this transcription-translation
feedback loop achieves circadian periodicity
and how it stabilizes circadian oscillation
against alterations in temperature and meta-
bolic activity (collectively referred to as cir-
cadian characteristics) have not been clear.
These circadian characteristics are essential
for the oscillator to adapt to the environment,
so understanding their molecular basis is an
important goal in circadian biology.

The phosphorylation state of KaiC ro-
bustly oscillates in the cell with a 24-hour
period, even under conditions where neither
transcription nor translation of kaiBC operon
was permitted, raising doubts about the TTO
model in cyanobacteria (5). The circadian

characteristics of this oscillator suggested that
the pacemaker for the cyanobacterial circadian
system was not a transcription-translation
feedback loop but the KaiC phosphorylation
cycle itself. KaiC has both autophosphoryl-
ation and autodephosphorylation activities,
and KaiA enhances KaiC autophosphoryl-
ation (6), whereas KaiB attenuates the effect
of KaiA (7, 8). These results imply that, with-
out additional kinases or phosphatases, an
autonomous oscillation of KaiC phosphoryl-
ation could be generated by cooperation be-
tween KaiA and KaiB.

Recombinant KaiC protein was incubated
with KaiA and KaiB at a ratio similar to that
measured in vivo EKaiA:KaiB:KaiC01:1:4 (by
weight), (7)^ in the presence of 1 mM ATP.

To our surprise, KaiC phosphorylation robust-
ly oscillated with a period of about 24 hours
for at least three cycles without damping
(Fig. 1A). The ratio of phosphorylated KaiC
to total KaiC cycled between 0.25 and 0.65
(Fig. 1C). The amplitude of this in vitro KaiC
phosphorylation rhythm was smaller than
that observed in vivo under continuous light
conditions (5). Also the total amount of KaiC
remained constant during the incubation (Fig.
1B), which indicated that neither phospho-
rylated nor unphosphorylated KaiC was de-
graded during the reaction. Thus, oscillation
of KaiC phosphorylation generates autono-
mously with a circadian period by coopera-
tion of three Kai proteins.

One characteristic of circadian rhythms is
that the free-running period remains stable for a
relatively broad range of temperatures, referred
to as Btemperature compensation[ of the peri-
od (1). Such temperature compensation of the
in vitro oscillation of KaiC phosphorylation
was observed with period lengths of about 22,
21, and 20 hours at 25-, 30-, and 35-C, re-
spectively (Fig. 2A). The thermal sensitivity
(Q10 coefficient) of the period (Fig. 2B) was
about 1.1, consistent with that reported for in
vivo gene expression rhythm (9). The rates of
in vitro KaiC autophosphorylation and auto-
dephosphorylation show a high degree of com-
pensation for changes in temperature (5).
Thus, temperature compensation of the in vitro
rhythm is likely due to these reactions.

Many mutations of kaiC shorten or extend
the period of circadian rhythm of Synechococcus
(3). To assess whether the in vitro oscillation
of KaiC phosphorylation was affected by such
mutations, we incubated recombinant mutant
KaiC with KaiA and KaiB. Three KaiC

Division of Biological Science, Graduate School of
Science, Nagoya University, and the Core Research
for Evolutional Science and Technology (CREST) of
the Japan Science and Technology Agency (JST),
Furo-cho, Chikusa-ku, Nagoya 464-8602, Japan.

*To whom correspondence should be addressed.
E-mail: kondo@bio.nagoya-u.ac.jp

Fig. 1. In vitro oscillation of KaiC phosphorylation. (A) Recombinant KaiC proteins (0.2 mg/ml) were
incubated with KaiA (0.05 mg/ml) and KaiB (0.05 mg/ml) in the presence of ATP (1 mM) (17).
Aliquots (3 ml each) of the reaction mixtures were collected every 2 hours and subjected to SDS–
polyacrylamide electrophoresis (SDS-PAGE) and Coomassie Brilliant Blue staining. The upper and
lower bands correspond to phosphorylated (P-KaiC) and unphosphorylated KaiC (NP-KaiC),
respectively (6). (B and C) NIH image software was used to perform densitometric analysis of data
(5) in (A). The relative densities of total, phosphorylated, and unphosphorylated KaiC are plotted in
(B), and the ratios of P-KaiC to total KaiC are plotted in (C).
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(Fig. 2). After mixing, we found that KaiC protein from the sample
that was originally in dephosphorylation phase underwent depho-
sphorylation at the same rate as did the unmixed dephosphorylation-
phase sample. In contrast, upon mixing, KaiC protein from the sample
originally in phosphorylation phase either underwent dephosphoryla-
tion or showed suppression of the phosphorylation reaction. After the
phosphorylation ratios of KaiC proteins from the two samples became
equalized, both began to fluctuate synchronously.
To determine how the phase setting of the synchronized rhythm

relates to the KaiC phosphorylation state of the original samples, we
examined the phase relationships between various KaiC samples and
mixtures thereof. We chose six samples whose phases ranged from
early phosphorylation to late dephosphorylation (A–F, Fig. 3a). For
example, when samples F and C were mixed, the overall KaiC
phosphorylation phase shifted toward that of sample C, suggesting
the dominance of C over F (Fig. 3b). The phase relationships between

all samples and mixtures are shown in Figure 3c and Supplementary
Figure 1 online. When sample C, D or E was mixed with other
samples, the peak times of the mixtures clustered around the peak
times of sample C, D or E, respectively (vertical lines), suggesting that
these oscillatory samples are dominant over the others. In contrast,
when sample A, B, or F was mixed with other samples, the peak times
of the mixture could be plotted along slanted lines, suggesting that the
other samples are dominant. KaiC protein in samples A, B, and F was
in phosphorylation phase at the onset of mixing, whereas that in C, D
and E was undergoing dephosphorylation (shaded box, Fig. 3a). Thus,
oscillatory samples in dephosphorylation phase are able to reverse the
reaction direction of other KaiC proteins from phosphorylation to
dephosphorylation, bringing the phases of the latter proteins into
alignment with those of the former proteins. Dephosphorylation
persists until all KaiC proteins have a low level of phosphorylation,
thus permitting heterogeneous samples of KaiC proteins with different
phosphorylation phases to be synchronized at the dephosphorylation
phase. It is notable that the mixture must be composed of at least 30%
oscillatory sample in dephosphorylation phase to synchronize KaiC
proteins in other samples (Supplementary Q9Fig. 3 online). It is likely
that this phase- and dose-dependent synchronization contributes to
the robustness of the oscillatory system by recalibrating the phase at
every cycle.
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Figure 2 Synchronization of two mixed samples. Recombinant KaiC protein
was conjugated to fluorochromes (Alexa Fluor 532 or Cy5). Fluorescence
from each of the two labeled KaiCs was quantified separately to determine
their phosphorylation ratios. We prepared KaiC samples with phosphorylation
rhythms in opposite phases by starting incubation of KaiC–Alexa Fluor 532
(black) at 0 h and that of KaiC-Cy5 (white) at 12 h. Aliquots of these were
mixed (indicated by arrows) in an equimolar ratio at 24 h (a), 28 h (b),
32 h (c) and 36 h (d). Each solution was sampled at intervals of 2 h, and
ratios of phosphorylated KaiC (P-KaiC) to total KaiC were plotted. Green and
red circles represent amounts of KaiC–Alexa Fluor 532 and KaiC-Cy5 in the
mixture, respectively.

Figure 1 Robust oscillation of KaiC phosphorylation in vitro. (a) Persistence
of rhythmicity. A solution of recombinant Kai proteins containing 300 mg
ml–1 vancomycin was incubated for 10 d under standard conditions.
ATP (1 mM) was added to the solution 5 d after incubation began (arrow).
Phosphorylation ratio (phosphorylated KaiC (P-KaiC)/total KaiC) is plotted
against time. (b) Resilience of the oscillatory system. Top, to control the
phase of samples, we equilibrated solutions by incubating them at 4 1C for
430 h. When incubation temperature was raised to 30 1C, oscillation
began. Aliquots of the pre-equilibrated solution were collected at 4-h
intervals and allowed to begin oscillation, resulting in six samples (1–6) with
different phases. Aliquots of those samples were mixed in equimolar ratios
at the time when sample 6 began the oscillation. Bottom, phosphorylation
ratios of the six separate samples (gray) and of the mixture (black), plotted
against time after mixing. Open circles indicate arithmetic mean of the
phosphorylation ratios of the six samples at each time point.
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The KaiC phosphorylation rhythms persists for 10 days 
without damping in the presence of sufficient ATP.
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Insensitivity of temperature on the period

mutants that display high-amplitude bio-
luminescence rhythms were examined. The
period lengths of expression rhythm of kaiBC
promoter, monitored with a bioluminescence
reporter (3), were 17, 21, and 28 hours, re-
spectively, in mutant stains with amino acid
substitutions of Tyr for Phe470 (F470Y), Pro
for Ser157 (S157P), and Ser for Thr42 (T42S).
The KaiC phosphorylation profiles, obtained
when the mutant proteins were assayed in
vitro, were consistent with those observed in
vivo (Fig. 3A). We also confirmed that the
bioluminescence profiles of these mutant
strains were consistent with the in vitro
oscillation of phosphorylation for each of the
respective mutant KaiC proteins (Fig. 3, A and
B). These results indicate that oscillation of
KaiC phosphorylation is the molecular timer
for the circadian rhythm of Synechococcus.

Phosphorylation of clock proteins has been
reported in various prokaryotic and eukaryotic
model organisms. PERIOD and TIMELESS in
Drosophila and FREQUENCY in Neurospora
degraded and/or translocated to the nucleus
according to their circadian rhythms of phos-
phorylation state (10, 11). Because alterations
of the phosphorylation of these clock proteins
affect the period length, the phosphorylation
processes were assumed to be important
components of the TTO models, including
those for cyanobacteria (2, 3). In these models,
phosphorylation only contributes at a specific
phase of the circadian cycle. However, our
study demonstrates that the oscillation of KaiC
phosphorylation is the pacemaker of the
cyanobacterial circadian clock. In addition,
the in vitro oscillation is generated in a homog-
enous system, whereas heterogeneous com-

partments are assumed in eukaryotic models
(2). KaiC forms hexamers (12, 13) and is
phosphorylated at Ser431 and Thr432 (14, 15).
These results imply that KaiC hexamer has
multiple phosphorylation states that may have
different biochemical characteristics, including
autophosphorylation and autodephosphoryla-
tion activities and/or binding preferences with
other Kai proteins. In addition, the reaction
rates of KaiC phosphorylation and dephos-
phorylation are quite slow, with rate constants
of 10j3 to 10j4 s-1 E(16), SOM text^. Func-
tionally, this feature would reduce the energy
needed for timekeeping.

We propose a model of the cyanobacterial
clock in which the autonomous oscillation of
KaiC phosphorylation controls the expression
of relevant genes including the kai genes to
generate physiologically functional circadian
oscillation (fig. S1). Simultaneously, the in
vivo oscillation of KaiC phosphorylation could
be amplified by coupling it with periodic
changes in the concentrations of Kai protein
and/or additional regulatory components of
KaiC phosphorylation. The relationship be-
tween the phosphorylation of KaiC and the Kai
transcription-translation cycle may be similar
to that of a pendulum and an escapement
mechanism that sustains the pendulum oscilla-
tion and transmits time signals to the hands of
a wall clock.
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Fig. 2. Temperature
compensation of the
period of the in vitro
oscillation of KaiC phos-
phorylation. (A) Three
Kai proteins were incu-
bated as in Fig. 1A at
25-, 30-, and 35-C.
SDS-PAGE and densito-
metric analyses were
carried out as in Fig. 1.
(B) The period of the
oscillation of the in vitro KaiC phosphorylation state was plotted against the incubation temperature.
Results from two independent experiments were plotted.

0

A B

Hours Temperature (°C)

P
er

io
d 

(h
)

R
at

io
 o

f P
-K

ai
c

1.0

0.8

0.6

0.4

0.2

0 24 48

24

22

35°C
30°C
25°C

20

25 30 35
18

0

A

R
el

at
iv

e 
bi

ol
um

in
es

ce
nc

e 
(  

  )

24 48

1.0

0
1.0

0
1.0

0
1.0

0

0

0

0
0

Time (h)

R
at

io
 o

f i
n 

vi
vo

 ( 
  )

 a
nd

 in
 v

itr
o 

(  
 ) 

 P
-K

ai
C

F470Y (17h)

S157P (21h)

WT (25h)

T42S (28h)

B

Period (bioluminescence, h)

Pe
ri

od
 (i

n 
vi

tr
o 

K
ai

C
 

ph
os

ph
or

yl
at

io
n,

 h
)

30

25

20

15 20 25 30
15

Fig. 3. Correlation of period length between
the in vitro oscillation of the KaiC phosphoryl-
ation and the in vivo rhythms from wild-type
and mutant strains. (A) Bioluminescence pro-
files from the P-kaiBC reporter of mutants
(F470Y, S157P, and T42S) and wild-type strains
were monitored under continuous light con-
ditions at 30-C with a photomultiplier-based
assay system (3, 17). The in vitro oscillations of
KaiC assayed as described in Fig. 1 and in vivo
mutant KaiC phosphorylation profiles were
analyzed as described (5, 17). In vitro ratios
of P-KaiC to total KaiC (filled circle), in vivo
ratios of P-KaiC to total KaiC (open circle), and
bioluminescence profiles (open square) are
plotted. To compare the period lengths, the

phases of in vitro and in vivo oscillations of KaiC phosphorylation are shifted to put first peak of
phosphorylation rhythms on that of the corresponding bioluminescence rhythm. Periods of
bioluminescence rhythm are shown in parentheses. (B) For wild type and each mutant strain
shown in (A), the period length of the in vitro oscillation of the KaiC phosphorylation state is
plotted against that of the in vivo rhythms of the strain. Results from two independent
experiments were plotted.
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Temperature effect on clock in cultured cells
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circadian gene expressions are able to oscillate in cultured
cells even when the cell cycle is arrested (Balsalobre

 

et al

 

. 1998). We made a graph showing the relationship
between ambient temperature and the period lengths of
oscillations of gene expressions shown in Fig. 1 (Fig. 2).
The temperature coefficient, 

 

Q

 

10

 

, over the temperature
range of 33–42 

 

°

 

C was 0.88. In contrast, the period
length of the cell cycle was dependent on ambient
temperature; the 

 

Q

 

10

 

 over the temperature range of 30

 

−

 

37 

 

°

 

C was 3.3 (Fig. 2). Comparing the 

 

Q

 

10

 

 values over
the temperature range of 33–37 

 

°

 

C, in which reliable
data were available for both circadian rhythms and the
cell cycle, the 

 

Q

 

10

 

 values were 0.88 for circadian rhythms
and 2.7 for the cell cycle. These results indicate that cir-
cadian rhythms are strongly temperature-compensated
in cultured fibroblasts and that temperature compensa-
tion is among inherent properties of the interlocked
feedback loop of the core clock system.

 

Accumulation speed of mPER proteins 

 

in vitro

 

 is 
dependent on ambient temperature

 

It is assumed that the period length of the core feedback
loop is regulated by various processes such as accumula-
tions, phosphorylations, and the timing of nuclear trans-
locations of core clock proteins including mPERs. To
examine the temperature effect on the accumulation
speed of mPER proteins, Myc-tagged 

 

mPer1

 

, 

 

mPer2

 

, and

 

mPer3

 

 were expressed with 

 

hCKI

 

ε

 

 in COS7 cells, and
cells were transferred to different temperature conditions
as 33 

 

°

 

C, 37 

 

°

 

C or 42 

 

°

 

C. CKI

 

ε

 

 is thought to be an
essential component of circadian rhythms (Lowrey 

 

et al

 

.
2000) and play a role in changing the subcellular locali-
zation and stability of mPER proteins by phosphorylat-
ing them (Vielhaber 

 

et al

 

. 2000; Keesler 

 

et al

 

. 2000;
Takano 

 

et al

 

. 2000; Akashi 

 

et al

 

. 2002). Whole-cell lysate
was extracted at each time point and immunoblotted
with anti-Myc antibody (Fig. 3). Compared with 37 

 

°

 

C
control state, the accumulation speed of mPER proteins
was slower at 33 

 

°

 

C and rather faster at 42 

 

°

 

C. Although
the degradation speed of mPER proteins also increased

Figure 2 Period and frequency estimates of circadian rhythm and
cell cycle of NIH3T3 fibroblasts. The mean period and frequency
of circadian rhythm (!) and cell cycle (") were calculated for each
treatment group. The value of each gene in the treatment group
is plotted as an open circle.

Figure 3 The effect of temperature on
the accumulation speed of mPER proteins.
COS7 cells were transfected with 0.7 mg
of Myc-tagged mPer and 0.3 mg of CKIε
per 35 mm dish (t = 0). 3 h after trans-
fection, the medium was exchanged for
DMEM supplemented with 10% foetal
calf serum and the cells were exposed to
33 °C, 37 °C or 42 °C. Protein extracts
prepared at indicated time points were
subjected to immunoblotting with anti-
Myc antibody (A-14). Shifted bands are
phosphorylated form of mPER proteins.
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FIG. 1.-Characteristics of the persistent rhythm of luminescence at several different

temperatures. The cells were kept at 220 C. in LD conditions prior to the beginning of
the experiment shown on the graph. At that time the cells were transferred from the dark
at 220 to the various temperatures, all in dlim light, and left in these conditions throughout
the experiment. The luminescence of the cells was determined approximately every 2
hours. At the dim light intensity used, there is little cell division, even at the optimal
temperature -for growth. The number of cells therefore remained essentially the same in
all tubes at all temperatures.

Period of the rhythm is not 
significantly changed when the 
ambient temperature is 
lowered. 

The rhythm is nullified when 
the ambient temperature is 
lowered more.                    
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Duckweed 
(Lemna Gippa)
Kondo & Tsudzuki  

Plant Cell Physiol. (1980)

96 T. Kondo and T. Tsudzuki

with 1 % sucrose in 200-ml Erlenmeyer flasks. The cultures were maintained under
a short-day condition (9 hr light +15 hr dark, the light period being started at 9:00
JST) for about 3 weeks at 26°G. Plants were illuminated with 4500 lux light from
fluorescent tubes (Hitachi Hiline Ace) during the light period. Light intensity was
measured with a Topcon SPI-71 illuminance meter.

Flow medium culture {FMC)
Details of the FMC and estimation of the potassium uptake were described

0-*^ a) \

48 72 96 120
Light period (hr)

Fig. 1. Free-running rhythm of potassium uptake under various temperatures. Twenty colonies of duckweed
from the stock cultures were transferred to FMC at 18:00 JST of the last short day. After 15 hr
darkness, continuous illumination (4500 lux) was given from 9:00 JST. Ambient temperature
(26°C) was lowered at 15:00 JST of the second day (hour 30) of the continuous light period. In the
cases of 5 and 12CC treatment, the temperature was raised again to 26°C at 15:00 JST of the 4th day as
indicated by the arrow. Abscissa: continuous light period. The initial potassium level (0.2 HIM)
in the FMC medium is indicated by a horizontal line with a symbol (-0-) for each individual curve
which shows the change in the final level; potassium taken up by duckweeds is given by the difference
between the final and the initial levels. See text for further explanation.
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Low temperature abolishes circadian rhythms

Period of the rhythm is not 
significantly changed when the 
ambient temperature is 
lowered. 

The rhythm is nullified when 
the ambient temperature is 
lowered more.                    
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Stuart-Landau oscillator

Amplitude down, Period constant

Hopf 
Bifurcation

Saddle-node 
Bifurcation

Damped 
oscillations

Amplitude constant, Period up

Change of amplitude → Hopf bifurcation

·z = ( +ia + |z |2 )z + iμ e

Excited  
system

FAQ by biologists: So what?



Reconsideration of low temperature limit of circadian rhythms

Materials)and)Methods

Introduction

Three)scenarios)for)circadian)arrhythmia

Damped)oscillation)
of)KaiC)phosphorylation)
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The)behavior)of)in#vitro)KaiC)phosphorylation)
rhythm)at)low)temperature

From)30:C)to)the)critical)temperature)
(Tc),)ampllitude)of)the)rhythm)declined
monotonically)but)its)period)remained
relatively)constant.

The)mixture)of)Kai)proteins)was)incubated)at)4:C)for)24)hours)and)then)
at)respective)temperature)�
:��29.�:C))for)96)hours.))Aliquots)of)the)
mixtures)were)collected)at)every)4)h,)and)subjected)to)SD�����E)and)CBB)
staining.))ImageJ)software)was)used)for)densitometric)analysis.))The)ratios)
of)phosphorylated)KaiC)(P:KaiC)))to)total)KaiC)are)plotted)against)incuba:
tion)time.)
)))To)estimate)period)length)(�))and)amplitude)(a))of)the)KaiC)phosphoryla:
tion)rhythm,)time)courses)of)the)phosphorylation)ratio)of)each)experiment)
were)fitted)to)the)cosine)function)of)KaiC)phosphorylation)ratio)(Y))and)
incubation)time)(t))by)nonlinear)least)squares)method.)
)))))))))))))Y(t))=a*cos(2�(t:p)��))+)b)
where,)p)and))b)represent))phase)of)the)rhythm)and)non:rhythmic)compo:
nents,)respectively.))The)amplitude)and)period)were)plotted)against)
temperature.
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KaiC)has)an)autophosphorylation)activity,)
which)is)enhanced)through)interaction)with)KaiA.
KaiB)attenuates)the)KaiA:enhanced)KaiC)phosphorylation.
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kaiABC�&$-$1�/0.2$(-1� 0$�*$7�".,/.:
nents)of)the)cyanobacterial)clock.
The)three:dimentional)structures)of)Kai)proteins)
have)been)determined.
Kai)proteins)globally)regulate)circadian)gene)ex:
pression,)including)that)of)kaiBC)operon
)(translation:transcription)feedback)loop).
It)is)possible)to)reconstitute)the)circadian)oscilla :
tion)of)KaiC)phosphorylation)in)a)test)tube.
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1.))Nullification)of)amplitude
2.))Arrest)at)a)specific)circadian)time
3.))Desynchronization

What)is)the)scenario)for)arrhythmia)at)low)temperature?

Based)on)bifurcation)theory,)we)reconsider)low)
temperature)limit)of)circadian)rhythms.

Two)heat)baths)are)bridged)by)an)aluminium)block.
By)setting)an)arbitrary)temperature)of)two)heat)baths,)
temperature:gradient)is)arbitrarily)determined)with)an)
accuracy)of)±)0.1:C.)))
Fourteen)samples)under)different)temperature)are)
examined)at)one)time.
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Damped)oscillation)of)KaiC)phosphorylation)was)
induced)by)an)appropriate)stimulus.
Under)lower)temperature)environment,)the)decay)
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:Suppose)that)a)control)parameter)(here,)temperature))
is)altered,)the)amplitude)of)the)oscillation)decreases)and)
eventually)reaches)0.
 
:The)period)of)the)oscillation)does)not)depend)on)the)
parameter)so)much.

:Below)the)critical)value)of)the)parameter,)the)oscilla:
tor)obtains)a)stable)fixed)point)and)becomes)a)damp:
ed)oscillator.)The)system)settles)down)to)equilibrium)
after)ringing)for)a)while.

:At)the)critical)point,)the)oscillator)becomes)like)
a)harmonic)oscillator)(no)dampingg)the)amplitude)is)
almost)kept)constant).

:Suppose)that)a)control)parameter)(here,)temperature))
is)altered,)the)flow)at)a)certain)point)on)the)circle)
becomes)slower.)

:Due)to)the)bottleneck)point,)the)oscillation)period)
length)becomes)longer)and)eventually)reaches)
infinite.

:Below)the)critical)value)of)the)parameter,)the)oscilla:
tor)is)arrested)at)a)specific)phase.)If)the)perturbation)is)
effectively)applied)to)the)arrested)system,)the)oscillation)
gets)started)once)and)will)be)arrested)again.

:“Arrest)of)cell)cycle”)might)be)taken)as)“saddle:node)
bifurcation”…

Even)3)hours)periodic)pulses)could)cause)the)forced)oscillation)of)
KaiC)phosphorylation.)Amplitude)of)the)forced)oscillation)was)higher)
at)temperature)cycles)with)a)period)of)14)and)16)than)that)with)others.

Possible)mechanism)of)the)resonant)phenomena
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To)mathematically)interpret)these)resonance)phenomena,)we)performed)a)simple)
simulation.)Consider)Stuart:Landau)oscillator,)which)is)the)generalized)model)near)
Hopf)bifurcation)point.)))is)a)parameter)specifying)the)distance)from)Hopf)bifurcation)
and))))is)the)natural)frequency)(here,))))was)fixed)to)3).)This)model)exhibits)self:
sustained)oscillations)if))))))))and)settles)down)at)fixed)point)if))))))).)We)chose)three)
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system)exhibits)damping)oscillations.)
We)hypothesized)that)the)position)of)
equilibrium)points)depends)on)the)
ambient)temperature.)Therefore,)
changing)the)ambient)temperature)
corresponds)to)shifting)the)equilibrium)
point)in)this)model.)
))
))The)simulation)can)reproduce)the)
resonance)when)the)period)of)switch:
ing)the)equilibrium)point)(denoted)as)T))
equals)to)the)free:running)period)of)the)
oscillator.)The)periodic)orbit)on)the)phase)
plane)surrounded)the)both)equilibrium)
points.)When)much)smaller)T)was)
chosen,)the)system)settled)down)to)a)
mid)point)between)the)two)equilibrium)
points.

)))Switching)the)temperature)
%0.,�
��9��2.��	�9��".00$1/.-#1�
to)switching)from)damped)
oscillations)to)self:sustained)
oscillations.)

)))When)T)is)set)to)a)half)of)
free:running)period)of)the)oscil:
lator,)the)periodic)orbit)that)is)
similar)to)the)previous)case.)If)T)
is)slightly)altered)away,)the)
periodic)orbit)becomes)unstable,)
and)then)a)complicated)orbit)can)
be)observed.)That)allows)the)
system)to)decrease)or)oscillate)
its)amplitude)of)the)oscillations.
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Circadina)rhythms)of)Lemna

Saddle:node)bifurcation

To)distinguish)between)these)two)possibilities,)
our)approach)reported)here)is)useful.
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Kondo)said...
These results suggest that the oscillator tends to be
 suspended at CT12 at lower temperature.
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Over dampStuart-Landau oscillator 
at below critical point
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Self sustained → damped oscillations via Hopf
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On going: critical temperature mutant?

24 72480
時間(h)

蛍
光
強
度

25℃150

105

25℃

15℃

0                      24                    48                     72                     96                   120                144

135

時間(h)
105

蛍
光
強
度

15℃25℃

0          25          50          75         100        125        150
時間(h)

15℃25℃
25℃

0          10          20          30          40          50          60          70          80
時間(h)

25℃

Time (h)

Time (h)
Acclimation?

??



24 48 72 96 120

Incubation time (h)

0.8
0.6
0.4
0.2

0

0.6
0.4
0.2

0
0.6
0.4
0.2

0

0.6
0.4
0.2

0
0.6
0.4
0.2

0

0.6
0.4
0.2

0

0.6
0.4
0.2

0 14 ºC

17.0 ºC

18.6 ºC

19.5 ºC

20.5 ºC

24.8 ºC

29.9 ºC

R
at

io
 o

f P
-K

ai
C

 

 

4˚C Respective Temperature
0 24 120 (h)

0

0.1

0.2

15 20 25 30
0

24

48

A
m

pl
itu

de

Temperature (ºC)

P
er

io
d 

(h
)

2

1

Aliquotes of mixture
 was collected at every 2 hours

SDS-PAGE and CBB staining

KaiC 
hexamer

KaiA 

KaiB

1mM ATP

P-KaiC

NP-KaiC

Incubation at 30˚C

0               12             24            36            48             60               72

Mixing

0 12 24 72604836

Incubation time (h)

Nakajima et al., Science (2005)

Arrhythmic

Critical Temperature
(Tc)

Fr
ee

-ru
nn

ing
Pe

rio
d

24

Temperature

Critical Temperature
(Tc)

SlowSlower

Tc

24

Temperature (̊ C)

Am
pli

tu
de

Tc

Pe
rio

d 
(h

)

24

Temperature (̊ C)

Am
pli

tu
de

Pe
rio

d 
(h

)

・パラメータを変化させた時に、振幅は0へと向かう。

・パラメータを変化させた時、どこかの位相でプロセス
　の進みが遅くなる。

・ボトルネックのプロセスが発生し、振動周期は長くな
　る。やがて周期は無限大に発散し、振動は止まる。

 

ケンサキイカ色素胞の収縮リズムと温度
○伊藤浩史　東和美　河野史明　太田垣翔

九州大学　芸術工学研究院

温度を変えて概日リズムを観察すると...

ケンサキイカ色素胞のリズム

リズムを分類する

イカ色素胞の周期と温度

4 もっと冷やす

周期の温度依存性:Q10

概日時計の試験管内再構成系

お手軽観察系

Hastings & Sweeney PNAS (1957) 
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26.8ºC

23.6ºC
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16.5ºC

11.5ºC

(渦鞭毛層)の場合

温度を変えても周期は変わらない
(周期の温度補償性)

メカニズムにどうせまる？

他にも、ゴキブリ、ショウジョウバエ、カビ、栗、
トマト、シロイヌナズナ...など同様の例はたくさん。

佐賀県呼子の魚屋からケンサキイカを入手 色素胞の構造

多くの生き物に共通した事実

ホップ分岐

サドル・ノード
分岐

ホップ分岐ホップ分岐

ホップ分岐ホップ分岐

サドル・ノード分岐サドル・ノード分岐

減衰振動 リミットサイクル

リミットサイクル特定の位相で停止

・周期はほとんど変わらない(ふりこの等時性のように)

・分岐点以下ではリミットサイクル振動子は減衰振動子
　へと変わる。ぐるぐると回りながら固定点へと向かっ
　て行く。
　
・分岐点のあたりでは、振動子はあたかも振り子のよう
　な振る舞いをみせる。(減衰が遅く、振幅は保たれる)
　

・分岐点以下では、振動子は特定の位相で停止する。
　もし適切な刺激が与えられたら、振動を1回起こす。
　(神経で見られる興奮性)

・分岐点以下では、振動子は特定の位相で停止する。
　もし適切な刺激が与えられたら、振動を1回起こす。
　(神経で見られる興奮性)

・細胞周期がチェックポイントで止まるというのは、
　サドル・ノード分岐だろう。

多くの温度で観察される
リズムが現れて消えるパターンに注目する

15 ºC～30 ºCのリズムは温度に依存していそう

３

40℃から温度を下げていくと震幅は減少し22℃付近で0となる

イントロダクション

材料と方法

結果

考察：分岐理論と温度依存性

電気刺激動画あります

変異体を見つける？ 数理モデル？

温度補償性はタンパク質
レベルで実現されている。

細胞周期は

温度依存

概日リズムは

温度不依存

温度依存性はあがる

分岐の種類と温度補償性の
間に関係があるかもしれない
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図４予備的知見 ①試験管内KaiCリン酸化リズムはターンオーバーによって消失する。交換レートが30%を超えると突然
リズムが消失する。②構築したシアノバクテリア１細胞概日リズム観察系③シアノバクテリアを高速で分裂させる変異を
与えたがリズムに影響はなかった。強力な分裂安定性の存在がうかがえる。
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3.1.2 分裂速度毎の発光リズム計測
表3.2のように、分裂速度が異なる条件下で発光リズムを計測した（計3回）。

表3.2 実験毎の使用した株と分裂条件。株の詳細は2.1節に記載
実験番号 株の特徴 分裂条件

1 生物発光 低速分裂条件
2 高速分裂条件
3 生物発光・高速分裂

0

3500 1 2 3

図3.2 発光量のプロット。縦軸が発光量、横軸は実験経過時間

表3.3 発光リズム実験結果。各実験の倍加時間と発光リズムの振幅
実験番号 倍加時間（時間） 発光リズムの振幅

1 25.36± 8.1 948± 149.7

2 11.30± 5.7 1428± 136.5

3 7.16± 8.9 2104± 190.0

どの分裂条件でも発光リズムが確認され、高速分裂でも発光リズムは消失しなかった。
また、発光リズムの振幅は、分裂速度が速い条件になるほど大きくなっている。
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高分裂化しても周期・振幅に影響なし 
　　　→なんらかの補償メカニズムがうかがえる

①Kaiターンオーバーの試験管内再現 ②シアノ1細胞の概日リズム観察 ③シアノ高速分裂変異体の作成
株 条件
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高速分裂変異体
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高照度・高CO2 
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daily. A magnetic catch permits only
one of the two doors to be opened at
a time. The only way in which the
subject can communicate with the out-
side world is by sending and receiving
letters. The times at which experi-
menters enter the double door from
outside to deliver supplies and so forth
are randomized. Usually we allow the
subjects to turn the light off when they
go to bed and to turn it on when they
get up. The intensity of illumination,
however, is controlled from outside.
The temperature in the room can be
set by the subject himself.

The curves in Fig. 3 give an im-
pression of the behavior of a subject
under those conditions (7). There is a
clear cycle of sleep and wakefulness
which is reflected also in the rhythms
of body temperature and of urine ex-
cretion. The maxima of the four func-
tions measured are not always exactly
"in phase" with each other and with
the activity cycle, but they all have,
on an average, the same free-running
period of about 25.0 hours. Since in
this case I myself was the subject, I
can add a few remarks on personal
feelings. After a great curiosity about
"true" time during the first 2 days
of bunker life, I lost all interest in
this matter and felt perfectly comfort-
able to live "timeless." From the
knowledge of animal experiments I
was convinced that I had a period
shorter than 24 hours; when I was
released on day 10, I was therefore
highly surprised to be told that my
last waking-up time was 3 p.m. In the
"mornings," I had difficulty in decid-
ing whether I had slept long enough.
On day 8, I got up after only 3 hours
of sleep (see Fig. 3). Shortly after
breakfast I wrote in my diary: "Some-
thing must be wrong. I feel as if I am
on dogwatch." I went to bed again
and started the day anew after three
more hours of sleep. Judging from the
curve of body temperature, my first start
happened to coincide with the worst
phase of the circadian period, that is,
with the low point of temperature. I
was mistaken by an effort of will and
put to order by my physiological clock.

The regularity of the circadian
rhythm and its steady drift against lo-
cal time become more evident from
Fig. 4. Corresponding to the activity
times of the bird in Fig. 2, the black
bars here represent the times when the
subject is awake, the span being mea-
sured from the moment when he turns
the lights on to the moment when he
11 JUNE 1965

q)

200
- 100

14
Time (days)

Fig. 3. Circadian rhythm of urine excretion (calcium, potassium, and water), body
temperature, and sleep-wake cycle in a human subject kept without timepiece in
complete isolation from the outside world.

turns them off. Initially, the subject
lives in contact with the outside world
and keeps his normal phase relation-
ship. After the beginning of isolation,
some irregularities appear; two ex-
tremely long activity times (more than
20 hours of wakefulness) are followed
by a very short one. Thereafter, the
rhythm becomes remarkably stable,
with a mean period of 25.9 hours. The
maxima of urine excretion (obtained
by averaging the hours at which the

0 8 16 24 o

105

40~%10_ ii

maxima of water, potassium, calcium,
and sodium occur) follow the same
trend; the mean period differs only
by 0.3 hour from that of the activity
cycle. After 18 physiological days in
confinement, the subject wakes up at
8 p.m.; he has "lost" 1.5 real days.
Readjustment to the correct phase re-
lationship with local time occurs with
a "jump," produced by an interposed
activity time of more than 30 hours
duration.

0 6 16 24 8 16 24 8 16 24 8
Zone time (hours)

Fig. 4. Circadian rhythm of activity and urine excretion in a human subject kept
for 3 days under normal conditions, then for 18 days in isolation, and finally again
under normal conditions. Black bars, times of being awake; circles, maxima of urine
excretion; T, mean values of period for onset and end of activity and for urine maxima.
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Awake

Science 148, 1427-32 1965

Fluctuation in human circadian rhythm

SD in period = 
Fluctuation of clock
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Theoretical background: noisy circadian rhythm

Robustness of circadian rhythms with respect to
molecular noise
Didier Gonze, José Halloy, and Albert Goldbeter*

Unité de Chronobiologie Théorique, Faculté des Sciences, Université Libre de Bruxelles, Campus Plaine, C.P. 231, B-1050 Brussels, Belgium

Communicated by I. Prigogine, Free University of Brussels, Brussels, Belgium, November 26, 2001 (received for review October 12, 2001)

We use a core molecular model capable of generating circadian
rhythms to assess the robustness of circadian oscillations with
respect to molecular noise. The model is based on the negative
feedback exerted by a regulatory protein on the expression of its
gene. Such a negative regulatory mechanism underlies circadian
oscillations of the PER protein in Drosophila and of the FRQ protein
in Neurospora. The model incorporates gene transcription into
mRNA, translation of mRNA into protein, reversible phosphoryla-
tion leading to degradation of the regulatory protein, transport of
the latter into the nucleus, and repression of gene expression by
the nuclear form of the protein. To assess the effect of molecular
noise, we perform stochastic simulations after decomposing the
deterministic model into elementary reaction steps. The oscilla-
tions predicted by the stochastic simulations agree with those
obtained with the deterministic version of the model. We show
that robust circadian oscillations can occur already with a limited
number of mRNA and protein molecules, in the range of tens and
hundreds, respectively. Entrainment by light!dark cycles and co-
operativity in repression enhance the robustness of circadian
oscillations with respect to molecular noise.

circadian clocks " stochastic simulations " model " Drosophila " Neurospora

C ircadian rhythms characterized by a period close to 24 h are
observed in nearly all living organisms from cyanobacteria

to Neurospora, plants, insects such as Drosophila, and mammals.
The molecular mechanism of these rhythms relies on negative
autoregulatory feedback on gene expression (1–4). Theoretical
models for circadian rhythms based on such control mechanisms
have been proposed (5–11). The question arises (12, 13) as to the
biological validity of these models when the numbers of mRNA
and protein molecules involved in the regulatory mechanism are
small, as may occur in cellular conditions. Here we use a core
molecular model proposed for circadian rhythms in Drosophila
to assess its robustness with respect to molecular noise. By means
of stochastic simulations we show that robust circadian oscilla-
tions already can be produced by the autoregulatory mechanism
when the maximum numbers of mRNA and protein molecules
are in the order of tens and hundreds, respectively. The robust-
ness of circadian oscillations increases with both the number of
molecules and the degree of cooperativity of the repression
process, and entrainment by light!dark (LD) cycles stabilizes the
phase of the oscillations with respect to molecular noise.

Core Molecular Model for Circadian Oscillations
The model, schematized in general form in Fig. 1, is based on the
negative feedback exerted by a protein (which will be referred to
below as clock protein) on the expression of its gene. This model,
previously proposed for circadian oscillations of the PER protein
and per mRNA in Drosophila, is described by a set of five kinetic
equations (see refs. 5 and 6 and Appendix, which is published as
supporting information on the PNAS web site, www.pnas.org). It
accounts for the occurrence of sustained oscillations in contin-
uous darkness, phase shifting by light pulses, and entrainment by
LD cycles. Similar results have been obtained in more detailed
models incorporating additional clock gene products such as
TIM and CLOCK (7–11), but for simplicity we will focus on the

model based on the regulation exerted by PER alone. The model
of Fig. 1 thus will serve as a core model capable of generating
circadian oscillations and does not aim at representing the
current, more complex view of the molecular mechanism of the
Drosophila circadian clock, which is known to involve a larger
number of interacting proteins (1–3). In this simple form the
model can apply also to the case of Neurospora (8), in which
circadian rhythms originate from the negative feedback exerted
by the FRQ protein on the expression of its gene (1).

Molecular Noise and Stochastic Simulations
The decrease in the total number, N, of molecules in a system of
chemical reactions is accompanied by a rise in the amplitude of
fluctuations around the state predicted by the deterministic
evolution of this chemical system. These fluctuations reflect
intrinsic molecular noise of amplitude proportional to 1!√N.
Molecular fluctuations can be taken into account by describing
the chemical reaction system as a birth-and-death stochastic
process governed by a master equation (14). In a given reaction
step, molecules of participating species are either produced
(birth) or consumed (death). Each step is associated with a
transition probability proportional to the numbers of molecules

Abbreviation: LD, light!dark.

*To whom reprint requests should be addressed. E-mail: agoldbet@ulb.ac.be.

The publication costs of this article were defrayed in part by page charge payment. This
article must therefore be hereby marked “advertisement” in accordance with 18 U.S.C.
§1734 solely to indicate this fact.

Fig. 1. Core model for circadian rhythms. The model represents a prototype
for the molecular mechanism of circadian oscillations based on negative
autoregulation of gene expression. The model incorporates gene transcrip-
tion, transport of mRNA (MP) into the cytosol where it is translated into the
clock protein (P0) and degraded. The clock protein can be reversibly phos-
phorylated from the form P0 into the forms P1 and P2, successively. The latter
form is degraded or transported into the nucleus (PN), where it exerts a
negative feedback of cooperative nature on the expression of its gene. The
model accounts for circadian oscillations of per mRNA and PER protein in
Drosophila (5, 6) but does not aim at providing a detailed picture of the
mechanism of circadian rhythmicity in this organism, where additional gene
products are at work (1–3). Similar results are obtained in a more extended
model incorporating the formation of complexes between various clock pro-
teins (7–11). The model can apply also to circadian oscillations of frq mRNA and
FRQ protein in Neurospora (8).

www.pnas.org!cgi!doi!10.1073!pnas.022628299 PNAS " January 22, 2002 " vol. 99 " no. 2 " 673–678
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It is for still smaller numbers of molecules that circadian
rhythmicity becomes obliterated by noise. Fig. 3C illustrates the
results of stochastic simulations performed with ! " 10. Highly
irregular oscillations occur, during which the number of mRNA
molecules varies from 0 to 30, whereas the number of nuclear
protein molecules oscillates in the range of 5–160. Even for such
reduced numbers of mRNA and protein molecules, however,
oscillations are not destroyed fully by noise. The histogram of
periods indicates that the mean is still close to a circadian value,
but the standard deviation is increased greatly.

The robustness of circadian oscillations with respect to mo-
lecular noise can be quantified further by the autocorrelation
function that measures the degree of periodicity of the time
evolution of a given variable. In the presence of noise, the more
periodic the evolution, the more slowly the autocorrelation
function goes to zero. In the absence of noise, the autocorrela-
tion function for a periodic system keeps oscillating between 1
and #1. Shown in Fig. 4A is the time course of the autocorre-

lation function for the oscillations illustrated in Fig. 3A, in which
! " 100. The envelope of the function decreases exponentially,
and the half-life corresponding to 50% decrease yields a measure
of the robustness of periodic oscillations with respect to noise.
Here, the half-life is close to 3 times the mean period of circadian
oscillations. The loss of correlations primarily is due to the
phenomenon of phase diffusion (18, 19); because of noise the
phase of free-running oscillations varies in such a way that
eventually it covers the whole range of possible values over a
period (Fig. 4B).

Robustness increases in proportion to the number of mole-
cules present in the system. The ratio of the half-life of the
correlations divided by the mean period indeed increases in a
linear manner with parameter ! (Fig. 4C), which is in agreement
with analytical predictions on the effect of noise on limit cycle
oscillations (22). When ! rises from 50 to 500, the half-life of
correlations goes from $1.8 to 12 times the mean period. The
half-life becomes smaller than the mean period for values of !

Fig. 3. Effect of number of molecules on the robustness of circadian oscillations. Shown in rows A–C are the oscillations in the numbers of molecules of mRNA
and nuclear clock protein (Left), the projection of the corresponding limit cycle, and the histogram of periods of 1,200 successive cycles for ! varying from 100
(A) to 50 (B) and 10 (C). The curves are obtained by stochastic simulations as described for Fig. 2B for n " 4. For period histograms, the period was determined
as the time interval separating two successive upward crossings of the mean level of mRNA or clock protein. In A and B, the decrease in the numbers of mRNA
and protein molecules still permits robust circadian oscillations [see histograms in which the mean value (!) and standard deviation (") of the period are indicated
in h], whereas at still lower numbers of molecules (C) noise begins to obliterate rhythmic behavior. For the oscillations in A, an average of one molecule of mRNA
is produced every 2.5 min, whereas one molecule of clock protein is synthesized per mRNA molecule every 30 min; the average number of mRNA molecules is
of the order of 60.

Gonze et al. PNAS ! January 22, 2002 ! vol. 99 ! no. 2 ! 675
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Genetic feedback +  

stochastic expression

Cell volume

Smaller cell → Smaller # of clock protein → Break of law of mass reac@on 
　　　　　　　　→ Stochas@c reac@ons→ Noisy orbits→Varia@ons in periods

Gonze et al. PNAS 2002



Yet, we don't know the stochastic dynamics of clock

Figure 1
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Goodwin model + noise Kaji, Mori, Ito J Theor Biol (2023)
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Output can be more precise
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Checked universality: phase model

·x = a + b sin θ − kxx + ϵ Dxξx(t)
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Note: theoretical works for period variations

1. Decrease of fluctuation in coupled phase oscillators   
                                                                         Kori Kawamura Masuda JTB 2012

2. Fluctuations in coupled phase oscillators Mori Kori PRE 2013

3. Fluctuations in general limit cycle Mori Mikhailov PRE 2016

2.5. Case of strong noise and heterogeneity

So far, we have assumed an ideal case: identical oscillators and
weak noise. To simulate more realistic situations, we now con-
sider networks composed of heterogeneous cells subjected to
relatively strong noise. As examples, we measure the CV for the
FHN model on the square lattice and for the SCN model on the all-
to-all network (Fig. 5). In the FHN model, we made one of the
parameter values heterogeneous in order to obtain the

distribution of natural periods of cells as ti ! 13373
(mean7SDÞ. In the SCN model, the time scales of the cells were
made heterogeneous such that ti ! 23:471:2. The latter situation
is consistent with the experimental observation by Honma et al.
(1998). In all cases, we apply sufficiently strong coupling to
ensure that the oscillators are well synchronized. Under this
condition, as seen in Fig. 5, all properties (i)–(v) hold true.

3. Theory

We found, numerically that properties (i)–(v) hold true in
various situations. In the following, we develop a theory for
relating temporal precision to network parameters by assuming
weak coupling and weak noise. Under this assumption, a large
class of oscillator systems including the models considered above
are reduced to the phase model (see Appendix B and Winfree,
1967; Kuramoto, 1984) given by

_fiðtÞ ¼oiþk
XN

j ¼ 1

Aijf ðfj&fiÞþ
ffiffiffiffi
D
p

xiðtÞ, ð3Þ

where fi and oi ð1r irNÞ are the phase and intrinsic frequency
of the ith oscillator, respectively; A¼ ðAijÞ is the weighted
adjacency matrix with its element Aij equal to the intensity of
the coupling from the jth to ith oscillators; k is the overall
coupling intensity; f ð'Þ is a 2p–periodic function; xiðtÞ is indepen-
dent white Gaussian noise with E½xiðtÞ) ¼ 0 and E½xiðtÞxjðt0Þ)
¼ dijdðt&t0Þ, where E represents the expectation; and D is the
strength of the noise. The adjacency matrix A is allowed to be
asymmetric, weighted, and to possess negative components.
Extension of the following results in the case of i,j-dependent
coupling function f ijð'Þ and i-dependent noise strength Di is
straightforward. For clarity of the presentation, we focus on
Eq. (3). We assume that all the oscillators are synchronized in
frequency; i.e., all the oscillators have the actual frequency O
owing to the effect of coupling. Synchronization usually occurs
when coupling is sufficiently strong compared to noise and
heterogeneity in oi.

One oscillation cycle corresponds to an increase in the phase
by 2p. More precisely, the kth cycle-to-cycle period of the ith
oscillator is defined by DtðkÞi ¼ tðkÞi &tðk&1Þ

i , where tðkÞi is the first
passage time for fiðtÞ to exceed 2kp (Fig. 6). Because we assumed
that all the oscillators are synchronized to O, the expected value
of DtðkÞi (t) is independent of i and is given as

t* E½DtðkÞi ) ¼
2p
O

, ð4Þ
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Fig. 4. CV for ensemble activity of M cells in the FHN model on the all-to-all
network. Parameter values are the same as in Fig. 3, except r¼ 0:0256 and K¼0.2.
The line is a guide to the eyes.
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Fig. 3. CV for single cell oscillations and synchronization distance d in the FHN
model. (a,b,c) CV values for single cell oscillations on (a) the all-to-all network,
(b) the square lattice, and (c) the undirected random graph of size N. (d) Distance d
from in-phase synchrony in the all-to-all network. In (a) and (d), we set Aij ¼ 1=N
for 1r i,jrN. In (b), the CV of the oscillator at the center of the square lattice with
an open boundary condition is presented. We set Aij ¼ 1=4 with cell j adjacent to
cell i and Aij ¼ 0 otherwise. In (c), the CV value at given k and N values is defined as
/CViS*

PN
i ¼ 1 CVi=N for a single realization of the network. We set Aij ¼ Aji ¼ 1=8

with probability p¼ 8=N (1r io jrNÞ, and Aij ¼ 0 otherwise. The lines are guides
to the eyes. We considered identical cells and weak noise (r¼ 0:01Þ. The average
period t is almost constant ðt! 177Þ irrespective of N and k.
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Fig. 5. CV for biological models composed of heterogeneous cells subjected to
relatively strong noise. (a) CV for single cell oscillations in the FHN model on the
square lattice. We set r¼ 0:09. (b) CV for the ensemble activity of M cells in the
SCN model on the all-to-all network. We set r¼ 0:04 and K¼12. The all-to-all
network and the square lattice are the same as those in Fig. 3(a) and (b),
respectively. The lines are guides to the eyes.
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FIG. 1. (Color online) (a) An example of the time series of an
oscillation. Periods are observed at two checkpoints, α and β. (b) The
corresponding checkpoint phases in the phase description.

for the first time [Fig. 1(b)]. We define θcp as the checkpoint
phase. The kth oscillation period $t

θcp

k is defined as $t
θcp

k =
t
θcp

k − t
θcp

k−1, and the SD is defined as

σ (θcp) =
√

E
[(

$t
θcp

k − τ
)2]

, (2)

where E[· · · ] represents the statistical average over k, and
τ is the average period given by τ = E[$t

θcp

k ]. Note that
E[· · · ] denotes both the statistical average taken over k and
the ensemble average in the present paper, which are identical
in the steady state. The system given by Eq. (1) is always in
the steady state.

To prove that the SD is independent of θcp, we introduce two
checkpoint phases denoted by α and β [Fig. 1(b)]. Since the
processes α → β and β → α for any k are independent, we
arrive at σ (α) = σ (β) for any arbitrary checkpoint phases α
and β. A detailed proof is given in the Supplemental Material
[19].

Next, we consider a pair of coupled phase oscillators
subjected to noise. When limit cycle oscillators are weakly
coupled to each other and subjected to weak noise, the
dynamics can be described by [17,18]

θ̇1 = ω + κJ (θ1,θ2) + Z(θ1)
√

Dξ1(t),
(3)

θ̇2 = ω + κJ (θ2,θ1) + Z(θ2)
√

Dξ2(t),

where θi and κ ! 0 are the phase of the oscillator i and
the coupling strength, respectively. The i.i.d. noise ξi(t)
satisfies E[ξi(t)] = 0 and E[ξi(t)ξj (t ′)] = δijδ(t − t ′). The
2π -periodic function J (x,y) describes the interaction between
oscillators, which leads to synchronization. We assume that, in
the absence of noise (D = 0), the oscillators are synchronized
in phase, i.e., θ1,2(t) → φ(t)(t → ∞), where φ(t) is a solution
of

φ̇(t) = ω + κJ (φ,φ). (4)

The necessary condition for the stability of in-phase synchrony
for D = 0 is provided below [see Eq. (11)]. We also assume
that ω + κJ (φ,φ) > 0 for any φ for the coupled system to be
oscillatory.

Our particular interest is in the relationship between the
SD [Eq. (2)] and the synchronization of two oscillators. We
thus introduce the following order parameter that measures the
phase distance from the in-phase state:

d(θcp) =
√

E[∥θ1 − θ2∥2]θ1=θcp , (5)

where E[x(t)]θ1=θcp represents the average of xk over k [where
xk is the value of x(t) taken when θ1 passes through 2πk + θcp
for the first time], and ∥θ1 − θ2∥ is the phase difference defined
on the ring [−π,π ). The phase distance d(θcp) is zero when the
oscillators are completely synchronized in phase, and increases
with the phase difference.

As we demonstrate below, the relationship between σ (θcp)
and d(θcp) is qualitatively different for the two cases where
J (φ,φ) is (A) independent of φ and (B) dependent on φ. Cases
(A) and (B) imply that φ̇ given in Eq. (4) is independent of
φ and dependent on φ, respectively. Phase reduction theory
indicates that it is appropriate to assume the form J (x,y) =
z(x)G(x,y), where z(x) is the phase sensitivity function for
the interaction G(x,y) [17,18]. It is known that diffusive
coupling between chemical oscillators and gap-junction cou-
pling between cells yields J (x,y) = z(x) [h(x) − h(y)], where
h represents a chemical concentration [20,21] or membrane
potential, which corresponds to case (A). Case (A) also allows
the form J (x,y) = j (x − y), which has been employed in
many models such as the Kuramoto model [18]; however, we
do not employ this form in the demonstration, since the term
j (x − y) is derived as a result of averaging the interaction
z(x)G(x,y) over one oscillation period [18], and, by this
approximation, the information about the θcp dependence is
lost. Many other types of coupling, such as J (x,y) = z(x)h(y)
employed below, correspond to case (B) [22].

As an example of case (A), we consider z(θ ) = sin θ for
0 " θ < π , z(θ ) = 0 for π " θ < 2π , and h(θ ) = cos θ , and
the following as an example of case (B): z(θ ) = − sin θ and
h(θ ) = 1 + cos θ [22]. We set Z(θ ) = 1, ω = 2π ,

√
D =

0.03 × 2π , and θ1(0) = θ2(0) = 0, and assume ξ1,2(t) to be
white Gaussian noise. We integrate Eq. (3) using the Euler
scheme with a time step of 5 × 10−4 for t = 0–10 100 and
discard the t = 0–100 data as transient.

Using these examples, numerically obtained σ values for
θ1 are plotted as a function of θcp in Figs. 2(a) and 2(b).
The results indicate clearly the existence of θcp dependence
in both cases, which was absent in the single phase oscillator
system. This dependence becomes stronger for larger κ values.
In contrast, for κ ≪ ω, the dependence vanishes because
J (x,y) is well approximated by j (x − y) [18], and thus, the
system effectively has rotational symmetry. The θcp value at
which σ (θcp) assumes its minimum represents the most precise
timing.

The θcp dependence of d(θcp) for the two cases is shown
in Figs. 2(c) and 2(d). A comparison with σ (θcp) shows
that the checkpoint phase maxima and minima of each κ
value coincide in the case of (A). Thus, the most precise
timing is obtained when the oscillators are synchronized. By
contrast, the θcp dependence is considerably different in the
case of (B). Therefore, we expect that nontrivial factors, apart
from synchronization, influence the SD. We also examined
several other functions, z(θ ), h(θ ), and Z(θ ), and found
a similar relationship between σ (θcp) and d(θcp) (data not
shown).

We now derive an expression for the SD. The derivation
consists of two steps: (i) calculation of the phase diffusion
η(θcp) [defined by Eq. (7)] with a linear approximation, and
(ii) transformation from η(θcp) to σ (θcp). Here, we employ
the solution φ(t) of Eq. (4) with φ(0) = 0 and the time tcp
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for example, our genetic circuit should work as a circadian
clock with the period T̄ = 24 h, the checkpoint-specific
variation of single-cycle precision from 0.0135 to 0.0175 in
Fig. 1(b) should correspond to an increase in the absolute
period variation from 19.4 to 25.2 min, which is an important
difference.

Note that the single-cycle precision can be enhanced when a
specific output variable and a particular checkpoint are selected
(for example, by choosing gene No. 1 and the upward check-
point at level x̄ = 0.02). For comparison, numerical values
of σ100, approximately yielding the many-cycle precision, are
also shown by asterisk symbols for different choices of output
variables and checkpoints in Fig. 1(b). It is clearly seen that
no significant variation of this property from one kind of
measurement to another is present. Hence, it can provide an
invariant characterization of oscillation precision. In the next
section, a general analytical theory of precision properties is
developed.

III. ANALYTICAL EXPRESSIONS FOR DIFFERENT
PRECISION PROPERTIES

We consider a general N -dimensional dynamical system
with noise described by

dx
dt

= f [x(t)] + ϵG[x(t)]ξ (t), (5)

where x(t) is a state vector with N components. The
components of the noise vector ξ (t) are independent and
identically distributed; they satisfy the conditions E[ξi] =
0 and E[ξi(t1)ξj (t2)] = δijδ(t1 − t2). The diagonal N × N
matrix G depends on the state x(t). The coefficient ϵ is a
small parameter (ϵ ≪ 1). Equation (5) for ϵ = 0 is assumed
to have a limit-cycle solution x(t) = p(t) with a period τ .
The function p satisfies the equations d p(t)/dt = f [ p(t)]
and p(t) = p(t + τ ). We assume p(0) = x0.

When ϵ ̸= 0, stochastic oscillations are generated. We con-
sider only statistically steady oscillations, which are realized
after transient time. The output variable is the component xl .

Our analysis will consist of three steps: linearization of
dynamical equations, calculation of spatial variability based
on the Floquet theory [21], and transformation from spatial to
temporal variance.

Within one oscillation cycle, the solution x(t) of Eq. (5)
can be written as

x(t) = p(t) + ϵz(t) + O(ϵ2), (6)

where ∥z(t)∥ ≪ ϵ−1. The deviation z(t) obeys the linearized
equation,

d z
dt

= "(t)z(t) + G[ p(t)]ξ (t), (7)

where "(t) is the Jacobian matrix, whose elements are given
by

&ij (t) ≡ ∂fi

∂xj

|x(t)= p(t). (8)

It has the periodicity "(t + τ ) = "(t).

Here we focus on the unperturbed system

d z
dt

= "(t)z(t) (9)

and apply the Floquet theory to it. The solution z(t) of Eq. (9)
can be expressed as z(t) = U(t)U(0)−1z(0), where U(t) is the
fundamental matrix solution, such that

U(t + τ ) = U(t)U(0)−1U(τ ). (10)

The matrix product U(0)−1U(τ ) is known as the monodromy
matrix. We introduce furthermore the constant matrix B
defined as

exp(τ B) ≡ U(0)−1U(τ ). (11)

Then z(t) can be rewritten as

z(t) = P(t) exp(t B)U(0)−1z(0), (12)

where

P(t) ≡ U(t) exp (−t B). (13)

Because of Eq. (10), the periodicity P(t + τ ) = P(t)
holds.

The right and left eigenvectors of B are defined as

Bφi = λiφi , (14)

tψ i B = λi
tψ i , (15)

where the superscript t implies the transposition. Matrix B
always has a zero eigenvalue λ0 = 0. Moreover, the real
parts of all of its eigenvalues should be nonpositive since the
considered limit cycle is stable. We enumerate the eigenval-
ues in such a way that λ0 = 0 ! Re(λ1) ! · · · ! Re(λN−1).
The eigenvectors generally satisfy the biorthogonality
relationship,

tψ iφj = δij , (16)

where the eigenvectors are normalized as tψ iφi = 1. It can
be easily verified that the right eigenvector corresponding to
λ0 = 0 is given by

φ0 = U(0)−1 ṗ(0). (17)

Next, using the matrix P , we introduce y(t) as

y(t) ≡ P(t)−1z(t), (18)

so that Eq. (7) is transformed to

d y
dt

= B y(t) + P(t)−1G[ p(t)]ξ (t), (19)

because ["(t)P(t) − Ṗ(t)] y(t) = B y(t). Equation (19) is a
linear differential equation with constant coefficients and
can be straightforwardly solved. We expand y(t) over the
right eigenvectors of matrix B as y(t) =

∑N−1
j=0 cj (t)φj .

Decomposition coefficients cj (t) obey stochastic differential
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FIG. 1. (Color online) (a) An example of the time series of an
oscillation. Periods are observed at two checkpoints, α and β. (b) The
corresponding checkpoint phases in the phase description.

for the first time [Fig. 1(b)]. We define θcp as the checkpoint
phase. The kth oscillation period $t

θcp

k is defined as $t
θcp

k =
t
θcp

k − t
θcp

k−1, and the SD is defined as

σ (θcp) =
√

E
[(

$t
θcp

k − τ
)2]

, (2)

where E[· · · ] represents the statistical average over k, and
τ is the average period given by τ = E[$t

θcp

k ]. Note that
E[· · · ] denotes both the statistical average taken over k and
the ensemble average in the present paper, which are identical
in the steady state. The system given by Eq. (1) is always in
the steady state.

To prove that the SD is independent of θcp, we introduce two
checkpoint phases denoted by α and β [Fig. 1(b)]. Since the
processes α → β and β → α for any k are independent, we
arrive at σ (α) = σ (β) for any arbitrary checkpoint phases α
and β. A detailed proof is given in the Supplemental Material
[19].

Next, we consider a pair of coupled phase oscillators
subjected to noise. When limit cycle oscillators are weakly
coupled to each other and subjected to weak noise, the
dynamics can be described by [17,18]

θ̇1 = ω + κJ (θ1,θ2) + Z(θ1)
√

Dξ1(t),
(3)

θ̇2 = ω + κJ (θ2,θ1) + Z(θ2)
√

Dξ2(t),

where θi and κ ! 0 are the phase of the oscillator i and
the coupling strength, respectively. The i.i.d. noise ξi(t)
satisfies E[ξi(t)] = 0 and E[ξi(t)ξj (t ′)] = δijδ(t − t ′). The
2π -periodic function J (x,y) describes the interaction between
oscillators, which leads to synchronization. We assume that, in
the absence of noise (D = 0), the oscillators are synchronized
in phase, i.e., θ1,2(t) → φ(t)(t → ∞), where φ(t) is a solution
of

φ̇(t) = ω + κJ (φ,φ). (4)

The necessary condition for the stability of in-phase synchrony
for D = 0 is provided below [see Eq. (11)]. We also assume
that ω + κJ (φ,φ) > 0 for any φ for the coupled system to be
oscillatory.

Our particular interest is in the relationship between the
SD [Eq. (2)] and the synchronization of two oscillators. We
thus introduce the following order parameter that measures the
phase distance from the in-phase state:

d(θcp) =
√

E[∥θ1 − θ2∥2]θ1=θcp , (5)

where E[x(t)]θ1=θcp represents the average of xk over k [where
xk is the value of x(t) taken when θ1 passes through 2πk + θcp
for the first time], and ∥θ1 − θ2∥ is the phase difference defined
on the ring [−π,π ). The phase distance d(θcp) is zero when the
oscillators are completely synchronized in phase, and increases
with the phase difference.

As we demonstrate below, the relationship between σ (θcp)
and d(θcp) is qualitatively different for the two cases where
J (φ,φ) is (A) independent of φ and (B) dependent on φ. Cases
(A) and (B) imply that φ̇ given in Eq. (4) is independent of
φ and dependent on φ, respectively. Phase reduction theory
indicates that it is appropriate to assume the form J (x,y) =
z(x)G(x,y), where z(x) is the phase sensitivity function for
the interaction G(x,y) [17,18]. It is known that diffusive
coupling between chemical oscillators and gap-junction cou-
pling between cells yields J (x,y) = z(x) [h(x) − h(y)], where
h represents a chemical concentration [20,21] or membrane
potential, which corresponds to case (A). Case (A) also allows
the form J (x,y) = j (x − y), which has been employed in
many models such as the Kuramoto model [18]; however, we
do not employ this form in the demonstration, since the term
j (x − y) is derived as a result of averaging the interaction
z(x)G(x,y) over one oscillation period [18], and, by this
approximation, the information about the θcp dependence is
lost. Many other types of coupling, such as J (x,y) = z(x)h(y)
employed below, correspond to case (B) [22].

As an example of case (A), we consider z(θ ) = sin θ for
0 " θ < π , z(θ ) = 0 for π " θ < 2π , and h(θ ) = cos θ , and
the following as an example of case (B): z(θ ) = − sin θ and
h(θ ) = 1 + cos θ [22]. We set Z(θ ) = 1, ω = 2π ,

√
D =

0.03 × 2π , and θ1(0) = θ2(0) = 0, and assume ξ1,2(t) to be
white Gaussian noise. We integrate Eq. (3) using the Euler
scheme with a time step of 5 × 10−4 for t = 0–10 100 and
discard the t = 0–100 data as transient.

Using these examples, numerically obtained σ values for
θ1 are plotted as a function of θcp in Figs. 2(a) and 2(b).
The results indicate clearly the existence of θcp dependence
in both cases, which was absent in the single phase oscillator
system. This dependence becomes stronger for larger κ values.
In contrast, for κ ≪ ω, the dependence vanishes because
J (x,y) is well approximated by j (x − y) [18], and thus, the
system effectively has rotational symmetry. The θcp value at
which σ (θcp) assumes its minimum represents the most precise
timing.

The θcp dependence of d(θcp) for the two cases is shown
in Figs. 2(c) and 2(d). A comparison with σ (θcp) shows
that the checkpoint phase maxima and minima of each κ
value coincide in the case of (A). Thus, the most precise
timing is obtained when the oscillators are synchronized. By
contrast, the θcp dependence is considerably different in the
case of (B). Therefore, we expect that nontrivial factors, apart
from synchronization, influence the SD. We also examined
several other functions, z(θ ), h(θ ), and Z(θ ), and found
a similar relationship between σ (θcp) and d(θcp) (data not
shown).

We now derive an expression for the SD. The derivation
consists of two steps: (i) calculation of the phase diffusion
η(θcp) [defined by Eq. (7)] with a linear approximation, and
(ii) transformation from η(θcp) to σ (θcp). Here, we employ
the solution φ(t) of Eq. (4) with φ(0) = 0 and the time tcp
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We adopted this method.
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We next calculated the CV of the oscillation periods of the output system,159

CVoutput. The components in Eq. (4) are expressed as160

R(✓)
⇥⇥ =

⌧ 2

2⇡!
,

R(✓)
hh =

⌧ 2(1� e�)

2⇡! (2 + 4⇡2)
·
�
2 + 2⇡ tan�cp + 2⇡2 + 2⇡2 tan2 �cp

�
,
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⇥h = � ⌧ 2(1� e�)

2⇡! (2 + 4⇡2)
·
�
2 + 2⇡ tan�cp

�
,

R(x)
⇥⇥ = 0,

R(x)
hh =

⌧(1� e�)

4⇡2b2

�
2 + 4⇡2

� �
1 + tan2 �cp

�
,

R(x)
⇥h = 0,

(7)

where  is the scaled degradation rate defined as  ⌘ 2⇡kx/!. �cp is the161

checkpoint for observing periods (Appendix D). Thus, we obtain162

CVoutput =✏

(
D✓

2⇡!


1 +

1� e

 (2 + 4⇡2)

�
�2 � 2⇡ tan�cp + 2⇡2 + 2⇡2 tan2 �cp

��

+
Dx

2⇡!
· (1� e�)!2

4⇡2b2

�
2 + 4⇡2

� �
1 + tan2 �cp

�
) 1

2

.

(8)

As observed in numerical simulations, analytically calculated CVoutput de-163

pends on the degradation rate . Interestingly, the fluctuation originated164
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Sampling confirmed near-sinusoidal functions tend 
to give precise output

Figure 3. Optimization of Period Fluctuations Based on Peaks (A) Method
for calculating period fluctuations. In Fig. 3, peaks were detected, and the period
fluctuation CV(p) was calculated using the time differences between detected peaks as
the period. (B) Convergence curves from evolutionary computation. Differential
evolution was performed 10 times, with the thick line representing the trial with the
smallest CV(p) at the 100th generation, and other trials shown with thin lines.
Numerical simulation parameters were N = 5, ω = 2π, ϵ = 10−1.0, D = 3.0, α = 1,
β = 1, k = 10. (C) Random waveforms and optimized waveforms from differential
evolution. The left panel shows the initial population of clock control functions f with
Fourier coefficients randomly determined by a uniform distribution. The right panel
shows the optimized waveforms obtained after 10 optimizations. All waveforms are
aligned to have their maximum value at θ = π

2 .

Analytical Calculation of Period Fluctuations 165

To clarify the α and β independence and the dependence on f and k suggested by 166

numerical calculations of period fluctuations, we analytically calculated the period 167

fluctuations indicated by Eq 2 based on the theory proposed by Mori & Mikhailov 168

( [9]). This theory claims that the period fluctuation (CV) of a general N -dimensional 169

oscillatory system can be expressed as the sum of the following three components: 170

CV =
ϵ

τ

√
RΘΘ +Rhh + 2RΘh +O

(
ϵ2
)
, (3)

Here, RΘΘ represents the fluctuation in the phase direction, Rhh represents the 171

fluctuation in the amplitude direction, and RΘh represents the correlation between 172

these directions. This theory uses Floquet theory to calculate perturbations from the 173

limit cycle trajectory, from which the general formula for period fluctuations, Eq 3, is 174

derived. Since Eq 2 explicitly yields a limit cycle trajectory, the three fluctuation 175

factors RΘΘ, Rhh, and RΘh can be analytically obtained as shown below (See 176

Methods): 177

RΘΘ =
Dτ2

2πω
,

Rhh =
D
(
1− e−kτ

)

(
N∑

n=1
nω
√

A2
n+B2

n

k2+(nω)2
cosΦn (tcp)

)2

N∑

n=1

N∑

m=1

nm

√√√√
(A2

n +B2
n) (A

2
m +B2

m)(
k2 + (nω)2

)(
k2 + (mω)2

)

×
{

1

4k2 + (n−m)2 ω2
[(n−m)ω sin (Φn (tcp)− Φm (tcp)) + 2k cos (Φn (tcp)− Φm (tcp))]

+
1

4k2 + (n+m)2 ω2
[(n+m)ω sin (Φn (tcp) + Φm (tcp)) + 2k cos (Φn (tcp) + Φm (tcp))]

}
,

RΘh =
−D

(
1− e−kτ

)

ω

(
N∑

n=1
nω
√

A2
n+B2

n

k2+(nω)2
cosΦn (tcp)

)

×
N∑

n=1

n

√
A2

n +B2
n

k2 + (nω)2
1

k2 + (nω)2
[nω sinΦn (tcp) + k cosΦn (tcp)] .

(4)
Here, Φn(tcp) satisfies 178

Φn(tcp) = nωtcp + tan−1
(

kAn−nωBn
nωAn+kBn

)
+ π

2 [1− sgn(nωAn + kBn)], where tcp is the 179
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4.4 一般の周期関数のゆらぎの解析計算
出力系のリズムをより正確にする周期関数形 f を調べるために、前章 3.3節を拡張し
解析的な計算を行った。時計から出力系に伝達されるゆらぎの量を CVsignal と定義する。
Dx = 0の時の式 (3.4)は、CVsignal と一致し次のように表される。

CVsignal = ϵ

√
Dθ

(
R(θ)

ΘΘ +R(θ)
hh + 2R(θ)

Θh

)
(4.2)

R(θ)
∗∗ は式 (3.4) 同様、時計のノイズにより発生したゆらぎを表している。時計のノイズ
によるゆらぎの合計を CVsignal として定義し、各要素は次のように表される (付録:B)。

R(θ)
ΘΘ =

τ2

2πω
,

R(θ)
hh =

D
(
1− e−kxτ

)

(
N∑

n=1
nω
√

A2
n+B2

n

k2
x+(nω)2

cosΦn (tcp)

)2

N∑

n=1

N∑

m=1

nm

√√√√
(A2

n +B2
n) (A

2
m +B2

m)(
k2x + (nω)2

)(
k2x + (mω)2

)

×
{

1

4k2x + (n−m)2 ω2
[(n−m)ω sin (Φn (tcp)− Φm (tcp)) + 2kx cos (Φn (tcp)− Φm (tcp))]

+
1

4k2x + (n+m)2 ω2
[(n+m)ω sin (Φn (tcp) + Φm (tcp)) + 2kx cos (Φn (tcp) + Φm (tcp))]

}
,

R(θ)
Θh =

−D
(
1− e−kxτ

)

ω

(
N∑

n=1
nω
√

A2
n+B2

n

k2
x+(nω)2

cosΦn (tcp)

)
N∑

n=1

n

√
A2

n +B2
n

k2x + (nω)2

× 1

k2x + (nω)2
[nω sinΦn (tcp) + kx cosΦn (tcp)] .

(4.3)

ここで Φn(tcp)は
Φn(tcp) = nωtcp + tan−1

(
kxAn − nωBn

nωAn + kxBn

)
+
π

2
[1− sgn(nωAn + kxBn)] (4.4)

を満たし、tcp は周期計測のためのチェックポイント (付録:G), sgn は符号関数を表す。
式 (4.1)は、式 (3.1)の周期関数の一般化モデルであり、N = 1, B1 = 0の時の CVsignal

の式は CVoutput(Dx = 0 の時) と一致する。さらに kx → ∞ の時、CVclock (式 (3.6))

と一致した。
解析的に得られた CVsignal はフーリエ係数 An と Bn を含み、周期関数 f(θ) に依存
する。一方で、CVsignal は aと bを含まず、図 4.2の数値計算の結果と一致した。また、
CVsignal と式 (4.1)の数値的な結果は一致をした (図 4.4)。式 (4.3)の R(θ)

hh と R(θ)
Θh の級数の項は n,m → ∞の時、ゼロに収束する。つまり、より高い周波数成分は時計から伝

達されるゆらぎの量 CVsignal にほとんど影響しない。
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Carl von Linné,  
Horologium Florae (1751)

Linné’s flower clock



Sow thistle 

Hawkweed

Garden Lettuce

Ice-plant

White Waterlily

5 am 12 am

Dandelion
5 am 9 am

6 am 5 pm

7 am 10 am

7 am 5 pm

9 am 3 pm

Linnaeus's flower clock  (wikipedia)
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Daylily 
(Hemerocallis fulva)

F1

Nitta, Yasumoto, Yahara, Am J Bot, 2008

Nightlily 
 (Hemerocallis citrina)

F2

Flower 
opening 
time

morning night

midnight

Nitta 
(Azabu)

Flower 
closing 
time

night

Beautiful example: daylily vs nightlily

Yahara 
(Kyushu)
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① Free-run period 
Cf. Pittendrigh & Daan

Free-run period in human 
determines chrono-type

Night awl

Early birds

How can plants change the flowering time?

Hida et al. Sci Rep(2012)

short 
τ

Light-Dark cycles

long 
τ

Clock Output

Subjects

chrono-type
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① Free-run period 
Cf. Pittendrigh & Daan

How can plants change the flowering time?

Hida et al. Sci Rep(2012)

short 
τ

Light-Dark cycles

long 
τ

Clock Output

Light       
Clock     
Output   

·Θ = Ω
·θ = ω + A sin(Θ − θ)

·x = a cos θ − dx
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② Variation in output pathway

Question: which scenario gives variation in flowering 
time

Light-Dark cycles Clock Output

Light-Dark cycles Clock Output

① Free-run period 

But, molecular methodology is hard for these lilies…
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Gene gun (particle bombardment method)

Gold particles of about 1 µm diameter are coated with plasmids CCA1:LUC. 
He gas pressure gun injects the gold particles the sample plants. 
Clock-driven expression of luciferase gives rhythmic light emission.

Muranaka & Oyama Science Advances 2016

Gold particle with CCA1:LUC

Circadian rhythms of non-model 
organisms of by gene gun

Oyama (Kyoto)

Duckweed
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Yahara
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　　　　　？

No rhythm...

Circadian rhythm?

Gene gun didn’t work well fo daylily and nightlily 

Daylily Nightlily

Root

Leaf

Root

Leaf
Circadian rhythm?
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Nitasaka's greenhouse
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Nitasaka's greenhouse

Lots of Morning glory!!

All 6-years-old kids take care 
morning glory in Japan.

July 2023
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Murasaki 
(Standard strain) 

Flowering in the morning

Mexican strain (QX909) 
Flowering in the evening

Gene gun doesn't work well 
for the plant in the field...

Germination in a bottle

Oyama (Kyoto)

Nitasaka collected a morning glory 
strains that flowers in the evening!

Nitasaka (Kyushu)

I have a mutant strain for 
flowering time.

Cultivated cotyledons



52Gene gun works!



ト
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除
去
し
た
生
物
発
光
量

No difference in free-run period and phase

Free-run rhythm of morning glory 

Murasaki 
(Standard strain) 
Flowering in the morning

Mexican strain (QX909) 
Flowering in the evening

B
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m
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e
s
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n
c
e



Periods are temperature-compensated 
Critical temperature are different

Temperature dependency
B

io
lu

m
in

e
s
c
e
n
c
e

Time (h)



Phase response curve

Murasaki 
(Standard strain) 

Flowering in the morning
Mexican strain (QX909) 
Flowering in the evening

14L 14L10D 10D

Constant dark

4L

4L

4L

4L

4L

4L

Peak times



Both strains similarly responded to light

Phase response curve
P

h
a
s
e
 s

h
if
t 
(h

)

Murasaki 
(Standard strain) 

Flowering in the morning

Mexican strain (QX909) 
Flowering in the evening

Phase advance

Phase delay
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② Variation in output pathway

Light-Dark cycles Clock Output

Light-Dark cycles Clock Output

① Free-run period 



・The synthesized clock can be controlled by temperature 
・Output can be more precise than clock 
・There is unknown mechanism controlling flowering time

Summary & acknowledgements

Cyanobacteria
Yoriko Murayama, Hideo Iwasaki (Waseda) 
Irina Mihalcescu (Université Grenoble Alpes) 
Hotaka Kaji, Akari Ishihara (Kyushu) 
Late Takao Kondo (Nagoya)

Theory for fluctua@ons
Kaiji Hotaka, Fumito Mori (Kyushu) 
Hiroshi Kori (Tokyo)

Nozomi Yamada (Kyushu) 
Masahiro Shimizu (Nagahama) 
Shuhei Ikeda, Kazuya Okuizumi (Kamo Aqualium)

Morning glowly
Eiji Nitasaka  (Kyushu) 
Tokitaka Oyanma (Kyoto)

Jellyfish
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Photic synchronization mechanisms of biological clocks have long been investigated in model species, under manipulation of light/dark
cycle parameters in the laboratory. In particular, it has been shown that even daily minute light pulses are able to synchronize circadian
oscillators, being this a link between biological clock studies and periodically pulsed oscillator theories. Parallel lines of investigation, have
considered how wild organisms are daily exposed to the light/dark cycle in nature, questioning the artificially imposed light/dark conditions
in the lab and associated models. Wild organisms that inhabit the extreme photic environment of the subterranean provide an opportunity to
verify persistence and minimal photic input for daily and seasonal synchronization. Here we present our joint field, laboratory and modeling
work investigating the chronobiology of subterranean rodents known as “tuco-tucos” (Ctenomys coludo), which are widespread in South
America. Using miniature bio-loggers, we obtained automated, continuous and individual recordings of daily light exposure and activity
rhythms of these desert subterranean animals (La Rioja, Argentina, 12oS Latitude), which revealed how they expose to light throughout the
24h and the drastic changes of these patterns throughout the seasons. The joint analysis of seasonal variation of daily light exposure and
the associated changes in daily activity rhythms enabled testing the two-oscillator model of the biological clock, whose seasonal changes in
phase relationship accounts for decoding of daylength in mammals. By using minimal light inputs in computer simulations, we developed a
mathematical model of a clock that works for all seasons, even in the subterranean. Support: (FAPESP, CONICET, CAPES, CNPq).

Biological Clocks of Subterranean Rodents: Field Work meets Mathematical Modeling in South America

Gisele A. Oda, Veronica S. Valentinuzzi 
(Laboratório Binacional Argentina-Brasil de Cronobiologia, CRILAR Argentina, University of São Paulo, Brazil)



Biological Clocks of Subterranean 
Rodents: Field Work meets 

Mathematical Modeling in South 
America

Gisele Oda & Veronica Valentinuzzi

Laboratorio Binacional de Cronobiologia

Argentina – Brasil

USP/CRILAR 



Dr. Veronica Valentinuzzi  - CRILAR, La Rioja, Argentina







Extreme Photic Environments:

- Subterranean
- Caves
- Deep Sea
- Arctic...

          Night and Day?
          Seasons?

 



(Stein, 2000)

TUCO-TUCO

  Ctenomys coludo



TUCO-TUCO

Ctenomys aff. knighti

Lab Math 

Modeling

Prediction



Field Lab Math 
Modeling

Prediction

TUCO-TUCO

Ctenomys aff. knighti



LAB studies



0 12h 24h

Days



synchronized

Free-running



= circadian clock

@ 2001 Sinauer Associates, Inc



(Flôres et al., PlosOne 2013)

Cl
a
r
o
e
Cl
s
c
u
r
o

Light/Dark:

Synchronization



Free Limit-Cycle Oscillator

Periodically Forced
       Limit-Cycle Oscillator

dR/dt = R – cS – bS2 + d  + K
dS/dt = R – aS

dR/dt = R – cS – bS2 + (d – L) + K
dS/dt = R – aS

Mathematical Model of Photic Synchronization

Period 

~
τ

τ

Period 

~
T

T

T
Light/Dark

Period T



(Hafner et al., 2012)

~
Circadian oscillator



But... When do the tuco-tucos expose to light in the
                             “real world”? 

LAB FIELD

How is synchornization achieved in the field?...



In the Field...



Field Lab Math 

TUCO-TUCO

Ctenomys aff. knighti

“Semi”
Field!



“Semi-Field”

2008



Evolution of our light- registration method: 2008-2013



Time(h)



Barbara Tomotani
Patricia Tachinardi Danilo Flôres

Time(h)

(Tomotani et al. 2012,
 PlosOne)



Natural Light Exposure

(Flôres et al., PlosOne 2013)



Is a random daily exposure to light
  sufficient for photic synchronization?



Modeling 

Simplest model:

- 1 pulse per day

Interval I

- Uniform light intensity

-  Uniform probability for occurring any time in na interval I

(Flôres et al., PlosOne 2013)



Circadian oscillator of the tuco-tuco Limit-cycle oscillator

Day light 1 random light pulse at any time

in a interval I
Model



Limits of the 

day-length (I) that allows synchronization  of

limit-cycles by random pulses.

I=0 I=4h I=12h



days

(Flôres et al., PlosOne2013)

Computer simulations

I=2h             I=4h           I=6h          I=8h           I=10h       I=12h

I=14h      I=16h         I=18h        I=24h 



days

I=2h             I=4h           I=6h          I=8h           I=10h       I=12h

I=14h      I=16h         I=18h        I=24h 



Field Lab Math Semi-Field 

Prediction!

Unexpected Prediction from the Model:

Even a single pulse at a random time 
spread in a 10h interval, per day,
 is sufficient to synchronize the 
circadian oscillator to 24h period!



Test the theoretical prediction using one more oscillator:

The circadian clock of the tuco-tuco!



0 12 24 0 12 24

model

experiment

(Flôres et al., Scientific Reports 2016)



Danilo Flôres         Barbara Tomotani    Patricia Tachinardi



Dr. Loren Buck, University of Alaska

http://www.polarfield.com/blog/tag/loren-buck/



Evolution of light sensor method: 2014

Photo: Milene Jannetti

0.42g, 1 min interval,
11 month battery, 30 month memory

(Migrate Company, UK)



New “Semi-Natural” enclosures



Foto: Milene Jannetti





(Flôres et al. 2016, Scientific Reports)



foraging                          soil removal

(Photo and illustration:
Barbara Tomotani)

What they do on surface?...

“nothing”



(Figure: Milene Jannetti)

Miniature “Biologgers” since 2017: light + activity

2g, 10 Hz, 40 day memory
(Axy-4, Technosmart, IT )

Accelerometer

Light-logger



+

2019: + temperature logger

lightlogger

accelerometer



24h                                365 days
Photoperiodism?...



autumn

winter

spring

summer

24h

Annual variation of Photoperiod (ratio daylength/nightlength)



autumn

winter

spring

summer

24h

How do organisms measure photoperiod?!
 
       



How does the tuco-tuco measure photoperiod?!
 
       

autumn

winter

spring

summer

24h



Artificial Photoperiods in the  LAB

Winter Summer

Activity duration changes 

(Improta et al., J Biol Rhythms 2022) 



Summer
Winter

(Jannetti et al., 2019 Conservation Physiology)

light exposure

activity

In the Field



Summer
Winter

light exposure = surface emergence 
                           during the day



Summer
Winter

light exposure = surface emergence 
                           during the day

all animals

all animals

(Flôres et al., Front Physiol 2021)



Light exposure is the 
result of their own
       behavior

Which factors make tuco-tucos 
expose to light in different times 
in different seasons? 



Air Temperature
             

Winter

Milene Jannetti



Air Temperature

         +

Soil Temperature
             

Winter



Winter

Ambient Temperature

(Jannetti et al., 2019 
Conservation Physiology)



foraging                          soil removal

(Photo and illustration:
Barbara Tomotani)

What they do on surface?...

“nothing” “basking”?



Summer
Winter

light exposure = surface emergence 
                           during the day



Artificial Photoperiods in the  

LAB, constant temperature

Winter Summer

(Improta et al., J Biol Rhythms 2022) 



Two-Oscillator/Two Forcing Cycle Model of 
Photoperiodic Time Measurement (Pittenrigh and Daan 1976)

Period 

~
24h

24h
Light/Dark

~
24h

Dawn

Period 

~
24h

24h
Dusk

夜明け

夕暮れ

coupling

Evening Oscillator

Morning Oscillator

dR/dt = R – cS – bS2 + (d – L) + K
dS/dt = R – aS

(Flôres and Oda, J Biol Rhythms 2020)



Two-Oscillator Model of 
Photoperiodic Time Measurement

activity activity



(Hafner et al., 2012)



“Internal Coincidence” Model of 
    Photoperiod Measurement

E M
E M



In Tuco-tucos?...

E M
E M

How does it work?...



LAB photoperiod Skeleton photoperiod

?



Danilo Flôres

(Flôres et al., Frontiers in Physiol 2021)



2008 2009

Patricia Tachinardi

Jefferson Silvério

Field Lab Math “Semi”
Field

since2018

Modeling



Jefferson Silva

Johanna Barros

G ImprotaP.Tachinardi

J Silverio

M JannettiG Oda

V Valentinuzzi

D Flôres

A Chiara

B Tomotani

A Yamachi

V Dokkedal

T Yassumoto

AC Rodriguez L Nekrausius

https://sites.usp.br/labicrono/en/



When a particle or droplet of surface-active chemicals like camphor is floated on the water surface, surface-active molecules are released from it to
the water surface. Due to the spatial difference in concentration, a surface tension gradient is generated and can drive the particle or droplet. When its
shape is circular, the concentration field should be isotropic with respect to the center, and the forces originating from the surface tension acting on it
should be balanced. However, such an isotropic balanced state can become unstable due to fluctuations. Consequently, the particle or droplet starts to
move in a direction determined by the fluctuations. This can be called "self-phoretic motion" since the concentration field is generated by itself. This self-
phoretic motion can be adopted in some other cases. For example, if a living cell emits a harmful chemical for itself and it escapes from the region with a
higher concentration, then the cell motion should exhibit qualitatively the same characteristics.

If the shape of a particle or droplet has anisotropy, its shape should affect motion. We constructed the mathematical model describing such motions of
a particle or droplet, including the effect of its shape, and performed the numerical simulation and theoretical analyses. For example, the mathematical
analysis suggests that an elliptic particle moves in its minor-axis direction, and we confirmed it by experiments [1]. Using an alcohol droplet floating at
the surface of an almost saturated solution of the alcohol, we can realize a spontaneous motion with deformation [2]. We experimentally observed the
relationship between motion and deformation and analyzed the generic features of the coupling between motion and deformation. We also discussed the
large deformation of an oil droplet with camphor moving and deforming on a water surface [3].

References
[1]H. Kitahata, K. Iida, M. Nagayama, Phys. Rev. E 84, 015101 (2013).
[2]K. Nagai, Y. Sumino, H. Kitahata, and K. Yoshikawa, Phys. Rev. E 71, 065301(2005).
[3]S. Otani, et al. arXiv.2402.01161 (2024).

Relation between motion and shape in self-phoretic motions

Hiroyuki Kitahata (Department of Physics, Chiba University)
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My research interest
- Mechanism of self-organization in nonequilibrium sytems

(so-called "Dissipative structure")
Nonlinear oscillator, Coupled oscillators

Pattern formation

Self-propelled particles, Active matter
Correspondence between experiments and modelling.
Is there any universality ?

Ilya Prigogine
http://in-flux.seesaa.net/article/4535601.html

岩波理化学事典第5版 10 cm

Benard convection
BZ（Belousov-Zhabotinsky）

reaction

（x4 real speed） 3 mm
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Previous research

1 mm
(real speed)

HK, Aihara, Magome, Yoshikawa, JCP, (2002).
HK, Yoshinaga, Sumino, Nagai, PRE, (2011).

Motion of a Belousov-Zhabotinsky droplet



HK, et al. JPCA (2009).
Araya, Ito, HK, PRE (2022).

Oscillation of candle flames

x0.15 real speed 

l = 4.0 mml = 2.0 mm

Real speed 1 mm

Camphor methanol solution on a plate

Oscillations of precipitation
at solution surface

Sasaki, Suematsu, Sakurai, HK, JPCB (2015).
Onishi, HK, Suematsu, PRE (2024).



Density oscillators

(Hydrodynamic simulation)

Ito, Itasaka, Takeda, HK, EPL (2020).
Takeda, Kurata, Ito, Kitahata, PRE (2020).
Takeda, Ito, Kitahata, PRE (2023).

PeriodAmplitude

Hopf bifurcation

2 coupled oscillators 3 coupled oscillators



Motion of living organisms are interesting, but very complex.

Motion of a single element Collective motion

Physico-chemical systems can mimic the motion of the
living organisms. Using such systems, we want to understand
the mechanism from viewpoint of physics.

Introduction: Self-propelled objects

7



Motion and deformation observed in cell motion

Dictyostelium

Bosgraaf et al., PLoS ONE, 4, e5253 (2009)

Keratocyte
Originating 
from fish skin

Keren  et al., Nature, 453, 475 (2008).



Marangoni surfer: Motion at a liqud surface
due to surface tension gradient

5 cm

Japanese old toy "Camphor  boat"

camphor

surfer

- The localized source of camphor
procudes spatial distribution of
camphor molecule concentration.

- Camphor molecules decreases
surface tension.

- Surface tension gradient can drive
the object. 9



"Self-phoretic motion"

Self-phoresis (self-difusiophoresis)

The object emits chemicals to the surroundings and
the object moves depending on the concentration gradient.

The 2020 motile active matter roadmap To cite this article
Gompper J. Phys.: Condens. Matter 32 193001 (2020).

If asymmetry in shape or external
condition exists, the object can move.

Even if the system is symmetric, the object
can move through "spontaneous symmetry
breaking."

10



Mikhailov and Calenbuhr, "From cells to Societies" (2001). 
11

Active motion



Motion of a circular camphor disk
A circular camphor disk can move by spontaneously breaking symmetry.

12



Spontaneous motion of a camphor particle

Nakata et al. Langmuir, 1997.Mathematical model

Nagayama et al. Physica D, 2004.

pitchfork bifurcation

13



Nagai, Sumino, HK, Yoshikawa, Phys. Rev. E, (2005).

Motion and deformation of a pentanol droplet

(real speed)
14



Motivation
In the system with self-propelled objects driven by surface 

tension gradient (negative chemotactic objects interacting 

through the concentration field), is there any universality in

the relation between the motion and shape?

1) Experimental and theoretical approach for Maranogni surfer
(camphor disk)

2) Effect of the shape on the motion of a camphor particle

3) Interaction between the motion and deformation of an
alcohol droplet

4) Large deformation coupled with motion of an oil droplet
with oil red O.

15



1) Experimental and theoretical approach for Maranogni surfer
(camphor disk)

2) Effect of the shape on the motion of a camphor particle

3) Interaction between the motion and deformation of an
alcohol droplet

4) Large deformation coupled with motion of an oil droplet
with oil red O

Contents

16



Koyano, Sakurai, HK  PRE, 2016.

Reciprocal motion in a 1D system

3.5 M Glycerol aq. (Higher viscosity), 
R = 35 mm

Water (Lower viscosity), R = 35 mm

Mathematical model

17



(Green function)

cf) In an infinite system

By expanding c(x, t) with respect to xc = R/2 (system center)

2nd order ODE for xc Koyano, Sakurai, HK  PRE, 2016. 18



Theoretical Analysis Results Experimental Results

g1(R)

η < g1(R)
Unstable → Oscillation

η > g1(R)
Stable → Rest

System size R

R
es

ist
an

ce
η

Hopf bifurcation occurs

pitchfork bifurcation occurs

For the case with an infinite system size

Koyano, Sakurai, HK  PRE, 2016.

19



Motion of a camphor disk in a 2D circular region

Rest Oscillation

Rotation

Quasi-periodic
motion

What kind of motion is observed ??
20



Stable oscillation :

Stable rotation :

Koyano, Yoshinaga, HK JCP (2015)

Koyano, Suematsu, HK PRE (2019)

21



Iν (x): the first-kind modified Bessel function
Kν(x): the second-kind modified Bessel function

Explicit form of each term

22



Comparison with simulation results

Rest state

Rotation

Resistance coefficient
η = 0.18

Resistance coefficient
η = 0.2

Instabilization of the rest state (Hopf bifurcation)

23



Comparison with experimental results

Rest state
↓

Trajectory of 
a camphor disk Time change in radius and speed of a camphor disk

10 mm

Koyano, Suematsu, and Kitahata, Phys. Rev. E 99, 022211 (2019).

10 mm
Koyano, Yoshinaga, and Kitahata, J. Chem. Phys. 143, 014117 (2015).

Rest RotationHopf bifurcation

Radius of chamber R increases
Resistance coefficient η decreases

24



1) Experimental and theoretical approach for Maranogni surfer
(camphor disk)

2) Effect of the shape on the motion of a camphor particle

3) Interaction between the motion and deformation of an
alcohol droplet

4) Interaction between the motion and deformation of an
alcohol (hexanol) droplet

Contents

25



How to describe the shape
In the 2D polar coordinates:

- Small deformation from a circular shape

- ak, bk : Coefficients of the Fourier expansion

- Only valid when  

26



Theoretical model for the coupling
between Motion and Deformation

Ohta and Ohkuma, Phys. Rev. Lett. (2009)

Ohta-Ohkuma model (2-mode deformation)

Tarama-Ohta model (2- and 3-mode deformation)

Tarama and Ohta, EPL (2016)

These models only reflect the symmetric properties of the system.27



"2 mode" deformation

Example of the deformed droplet
"3 mode" deformation combined shapea2 a3 a2 , a3

28



Motion of an elliptic camphor particle
(2-mode deformation)

In which direction does the camphor particle move ?
29



Motion of an elliptic camphor particle
(2-mode deformation)

10 cm(real speed) 30



An elliptic camphor disk moves in the minor-axis direction
in experiments.

β(t)
α(t)

y
(direction of motion)

x
α(t)

β(t)

31



Modelling (Dimensionless form)
Dynamics of camphor concentration field u

Supply:

Shape of the camphor particle

x

y

Ω0

rc ：COM of the camphor particle

θc ：Characteristic angle of the camphor particle

rc
θc

Ω

32



Dynamics of Center of mass rc and characteristic angle θc
m ：Mass

I ：Moment of inertia

ηt ：Resistance coefficient for translational motion
ηr ：Resistance coefficient for rotational motion

Explicit representation of force F and torque N

Surface tension γ depending on camphor concentration u
（M. Nagayama et al., Physica D, 2004)33



We calculated the force when the elliptic camphor particle is
moving in the x-axis direction.

x

y

x

Analysis for an elliptic particle

−𝑣𝑣
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 = −𝛼𝛼𝜕𝜕 + 𝐷𝐷∇2𝜕𝜕 + 𝑓𝑓(𝐫𝐫; 𝟎𝟎)

（v is an infinitesimally small parameter.）

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 = −𝛼𝛼𝜕𝜕 + 𝐷𝐷∇2𝜕𝜕 + 𝑓𝑓(𝐫𝐫 ; 𝐫𝐫c)

In the co-moving coordinates

34



−𝑣𝑣
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 = −𝛼𝛼𝜕𝜕 + 𝐷𝐷∇2𝜕𝜕 + 𝑓𝑓(𝐫𝐫; 𝟎𝟎)

−𝑣𝑣
𝜕𝜕

𝜕𝜕𝜕𝜕 𝜕𝜕0 + 𝑣𝑣𝜕𝜕1 + 𝑣𝑣2𝜕𝜕2 + ⋯ = −𝛼𝛼 + 𝐷𝐷∇2 𝜕𝜕0 + 𝑣𝑣𝜕𝜕1 + 𝑣𝑣2𝜕𝜕2 + ⋯ + 𝑓𝑓(𝐫𝐫 ; 𝟎𝟎)

The perturbation method was used:

−
𝜕𝜕𝜕𝜕𝑛𝑛−1

𝜕𝜕𝜕𝜕 = −𝛼𝛼𝜕𝜕𝑛𝑛 + 𝐷𝐷∇2𝜕𝜕𝑛𝑛

0 = −𝛼𝛼𝜕𝜕0 + 𝐷𝐷∇2𝜕𝜕0 + 𝑓𝑓(𝐫𝐫, 0)

𝜕𝜕0(𝑟𝑟, 𝜃𝜃) =

𝑓𝑓0
𝛼𝛼 1 −

𝑅𝑅
𝜆𝜆 𝒦𝒦1

𝑅𝑅
𝜆𝜆 ℐ0

𝑅𝑅
𝜆𝜆 + ϵ

𝑅𝑅
𝜆𝜆

2
𝒦𝒦2

𝑅𝑅
𝜆𝜆 ℐ2

𝑟𝑟
𝜆𝜆 cos 2 𝜃𝜃 if  𝑟𝑟 < 𝑅𝑅(1 + ϵ cos 2 𝜃𝜃)

𝑓𝑓0
𝛼𝛼

𝑅𝑅
𝜆𝜆 ℐ1

𝑅𝑅
𝜆𝜆 𝒦𝒦0

𝑅𝑅
𝜆𝜆 + ϵ

𝑅𝑅
𝜆𝜆

2
ℐ2

𝑅𝑅
𝜆𝜆 𝒦𝒦2

𝑟𝑟
𝜆𝜆 cos 2 𝜃𝜃 if  𝑟𝑟 ≥ 𝑅𝑅(1 + ϵ cos 2 𝜃𝜃)

𝜕𝜕1(𝑟𝑟, 𝜃𝜃) = ・・・・

35



Result of analysis

If an elliptic camphor partice is
moving in its minor-axis direction,
the force originating from surface
tension gradient is stronger.

An elliptic particle moves in 
its minor-axis direction.

HK, Iida, Nagayama, PRE (2013)
Iida, HK, Nagayama, Physica D (2014)

η

v

f1

a2 = 0
a2 < 0 (minor)

a2 > 0 (major)

36



Comparison with experiments

HK, K. Iida, M. Nagayama, Phys. Rev. E 84, 015101 (2013).
K. Iida, HK, M. Nagayama, Physica D 272, 39 (2014).

ExperimentsAnalyses

An elliptic particle
moves in its minor-
axis direction.

37



ℓ
Combination of point particles

Concentration field by one particle moving at a constant velocity

ℓ

θc
Torque:

The fixed point at                    is stable. 

HK, Y. Koyano, Front. Phys. 10, 858791(2022). 38



1) Experimental and theoretical approach for Maranogni surfer
(camphor disk)

2) Effect of the shape on the motion of a camphor particle

3) Interaction between the motion and deformation of an
alcohol droplet

4) Large deformation coupled with motion of an oil droplet
with oil red O

Contents
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Deformation of the hexanol droplet

Hexanol droplet on
0.57 vol% hexanol aqueous solution

(saturated solubility: 0.59 vol%)

1-hexanol droplet

screen1-hexanol aqueous solution
(0.57 vol%)

camera

illumination

acrylic plate

1-hexanol (Wikipedia)

Yalkowsky, S.H., He, Yan., Handbook of Aqueous Solubility Data:
An Extensive Compilation of Aqueous Solubility Data for Organic
Compounds Extracted from the AQUASOL dATAbASE.
CRC Press LLC, Boca Raton, FL. 2003., p. 326

40



Experimental results

50 mmreal speed
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Measurement of droplet shape
From the video, we obtained the droplet shape and calculated the moments.

COM:

Moment:

cf)

area:
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We consider the angle from the direction of the motion. 

Relationship between motion and deformation

: direction of the droplet velocity
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Motion and deformation for translational motion
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1) Experimental and theoretical approach for Maranogni surfer
(camphor disk)

2) Effect of the shape on the motion of a camphor particle

3) Interaction between the motion and deformation of an
alcohol droplet

4) Large deformation coupled with motion of an oil droplet
with oil red O

Contents
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camera

light panel
pure water

oil droplet  
(paraffin + camphor + oil red O)

Large deformation of an oil droplet

Put a paraffin droplet containing camphor and oil red O on the 
water surface and record the video from above for an hour.

camphor: 0.06 M

oil Red O (dye): 1.0 g/L
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Time evolution of the system

Straight motion with 
reflection by the dish wall

Dynamic deformation with 
intermittent motion

Motion along the dish wall

10 min

(real time)

0 min
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Time series of intermittent motion
- Deformation and motion began 
almost at the same time.
- Deformation became even 
greater after its speed has a peak.

ΔtA

ΔtR

S. Otani, H. Ito, T. Nomoto, M. Fujinami, J. Gorecki, HK, Phys. Rev. E, in press. 60



Conclusion

- We investigated the effect of the shape on the motion
in the system where a particle is moving due to the surface
tension gradient generated by the diffusion of the surface-active
compounds.

- Experiments and theoretical analysis show that
an elliptic (2-mode) particle moves in its
minor-axis direction.

- In the system with a self-propelled alcohol droplet, 
we succeeded in characterizing the time change
in the droplet shape, and discussed the mechanism of
the coupling between motion and deformation.
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